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Contacting RUCKUS Customer Services and Support

The Customer Services and Support (CSS) organization is available to provide assistance to customers with active warranties on their RUCKUS
products, and customers and partners with active support contracts.

For product support information and details on contacting the Support Team, go directly to the RUCKUS Support Portal using https://
support.ruckuswireless.com, or go to https://www.ruckusnetworks.com and select Support.

What Support Do | Need?

Technical issues are usually described in terms of priority (or severity). To determine if you need to call and open a case or access the self-service
resources, use the following criteria:

®  Priority 1 (P1)—Critical. Network or service is down and business is impacted. No known workaround. Go to the Open a Case section.

e  Priority 2 (P2)—High. Network or service is impacted, but not down. Business impact may be high. Workaround may be available. Go to
the Open a Case section.

e  Priority 3 (P3)—Medium. Network or service is moderately impacted, but most business remains functional. Go to the Self-Service
Resources section.

e  Priority 4 (P4)—Low. Requests for information, product documentation, or product enhancements. Go to the Self-Service Resources
section.

Open a Case

When your entire network is down (P1), or severely impacted (P2), call the appropriate telephone number listed below to get help:
e Continental United States: 1-855-782-5871
e Canada: 1-855-782-5871

e  Europe, Middle East, Africa, Central and South America, and Asia Pacific, toll-free numbers are available at https://
support.ruckuswireless.com/contact-us and Live Chat is also available.

e  Worldwide toll number for our support organization. Phone charges will apply: +1-650-265-0903

We suggest that you keep a physical note of the appropriate support number in case you have an entire network outage.
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Contact Information, Resources, and Conventions
Document Feedback

Self-Service Resources
The RUCKUS Support Portal at https://support.ruckuswireless.com offers a number of tools to help you to research and resolve problems with your
RUCKUS products, including:

o  Technical Documentation—https://support.ruckuswireless.com/documents

e  Community Forums—https://community.ruckuswireless.com

e  Knowledge Base Articles—https://support.ruckuswireless.com/answers

e  Software Downloads and Release Notes—https://support.ruckuswireless.com/#products_grid

®  Security Bulletins—https://support.ruckuswireless.com/security

Using these resources will help you to resolve some issues, and will provide TAC with additional data from your troubleshooting analysis if you still
require assistance through a support case or RMA. If you still require help, open and manage your case at https://support.ruckuswireless.com/

casefmanagement.

Document Feedback

RUCKUS is interested in improving its documentation and welcomes your comments and suggestions.
You can email your comments to RUCKUS at #Ruckus-Docs@commscope.com.
When contacting us, include the following information:
e  Document title and release number
e  Document part number (on the cover page)
e  Page number (if appropriate)
For example:
e  RUCKUS SmartZone Upgrade Guide, Release 5.0
e  Part number: 800-71850-001 Rev A
e Page7

RUCKUS Product Documentation Resources

Visit the RUCKUS website to locate related documentation for your product and additional RUCKUS resources.

Release Notes and other user documentation are available at https://support.ruckuswireless.com/documents. You can locate the documentation by
product or perform a text search. Access to Release Notes requires an active support contract and a RUCKUS Support Portal user account. Other
technical documentation content is available without logging in to the RUCKUS Support Portal.

White papers, data sheets, and other product documentation are available at https://www.ruckusnetworks.com.

Online Training Resources

To access a variety of online RUCKUS training modules, including free introductory courses to wireless networking essentials, site surveys, and
products, visit the RUCKUS Training Portal at https://commscopeuniversity.myabsorb.com/. The registration is a two-step process described in this
video. You create a CommScope account and then register for, and request access for, CommScope University.
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Contact Information, Resources, and Conventions
Command Syntax Conventions

Document Conventions

The following table lists the text conventions that are used throughout this guide.

TABLE 1 Text Conventions

monospace Identifies command syntax examples device (config)# interface ethernet 1/1/6

bold User interface (Ul) components such On the Start menu, click All Programs.
as screen or page names, keyboard
keys, software buttons, and field
names

italics Publication titles Refer to the RUCKUS Small Cell Release Notes for more information.

Notes, Cautions, and Safety Warnings

Notes, cautions, and warning statements may be used in this document. They are listed in the order of increasing severity of potential hazards.

NOTE
A NOTE provides a tip, guidance, or advice, emphasizes important information, or provides a reference to related information.

ATTENTION
An ATTENTION statement indicates some information that you must read before continuing with the current action or task.

CAUTION
A A CAUTION statement alerts you to situations that can be potentially hazardous to you or cause damage to hardware, firmware,
software, or data.

DANGER
A A DANGER statement indicates conditions or situations that can be potentially lethal or extremely hazardous to you. Safety labels are
also attached directly to products to warn of these conditions or situations.

Command Syntax Conventions

Bold and italic text identify command syntax components. Delimiters and operators define groupings of parameters and their logical relationships.

Convention Description

bold text Identifies command names, keywords, and command options.
italic text Identifies a variable.

[1 Syntax components displayed within square brackets are optional.

Default responses to system prompts are enclosed in square brackets.

{x|yl z} A choice of required parameters is enclosed in curly brackets separated by vertical bars. You must select one of the options.
x|y A vertical bar separates mutually exclusive elements.
<> Nonprinting characters, for example, passwords, are enclosed in angle brackets.

Repeat the previous element, for example, member[member...].

\ Indicates a “soft” line break in command examples. If a backslash separates two lines of a command input, enter the entire command at
the prompt without the backslash.
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New In This Document

TABLE 2 Key Features and Enhancements in SmartZone Rev | (November 2023)

SZ-SwitchM - Network Segmentation support for Updated: Added a note describing the support. Creating Network Segmentation Profile on the vSZ
Rodan/Fastlron 10.0.10 Controller on page 49
Upgrade Procedure Updated: Added backup notification and Upgrade Procedure on page 125

compatibility matrix for upgrade.

SmartLicense Overview

This guide is intended for use by those responsible for managing the RUCKUS Wireless network controller. Therefore, it assumes basic working
knowledge of the RUCKUS wireless network controller and Access Point (AP) products.

The controller (SmartZone) currently includes a licensing feature that stores proprietary license files. As part of this feature, the new license feature
implementation uses Flexera licensing to handle license management.

The controller uses a Flexera license server as the primary license source and periodically retrieves the license from the server for any updates. The
manual upload of a binary license file from the local machine is also supported.

In addition displaying all assigned license entitlements on the user interface, the user interface provides a method to set the Local License Server
(LLS) address, and allows you to manually retrieve license data from the license server from the controller. The user interface enforces the system
upgrade process by checking the availability of supported licenses.

The SmartZone (controller) user interface provides information about licensing and the licenses you are currently using to determine when you may
require more licenses (or fewer licenses) over time.

For the purposes of this document, the following assumptions are made:

o  You have already deployed your SmartZone system.

e  You have purchased a license or are using the 90-day trial license.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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SmartZone Data Plane Features

e  Virtual SmartZone Data Plane and SmartZone 100 Data Plane OVEIVIEW..........ccoeuiieiiiieriiieeeiteeeiee e eeire e e evaeeeseaeesnaeas 11

Virtual SmartZone Data Plane and SmartZone 100 Data
Plane Overview

The RUCKUS Virtual SmartZone controller platform is the industry’s most scalable Wi-Fi controller platform that enables service providers and

enterprises to leverage virtualization technologies to deploy superior Wi-Fi management systems.

With the introduction of the Virtual Data Plane (vSZ-D) in SZ 3.2 release and $SZ100-D in 5.1, the SmartZone platform launched sophisticated data

plane capabilities. This is truly differentiated and distinguished offering that provides compelling business benefits for varied deployment scenarios.

FIGURE 1 vSZ-D/SZ100-D/SZ144-D Services
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vSZ-D is a virtualized service to segregate and securely tunnel user data traffic.

NOTE
You can create a maximum of 2047 multicast groups on vSZ-D/SZ100-D/SZ144-D.

Some of the key use cases for the vSZ-D/SZ100-D/SZ144-D are:

FIGURE 2 Use cases

Tunneling of user data traffic
Guest traffic encryption & security
PQOS data traffic tunneling for PCl compliance
VolIP traffic tunneling
Seamless roaming/mobility across L2 subnets
Flat network topology - Avoid costly network reconfiguration (ex: VLAN tagging at AP Ethernet
ports, avoid VLAN clashes)

Traffic handling

v Improved network & operationalmanagementwith distributed or centralized tunneled WLANs

v Data aggregation with support for forwarding data over multiple tunnel types towards network
gateways, routers

NFV aligned future proof architecture
v Scalable and NFV aligned true separation of control plane and data plane functions

TABLE 3 Feature and Benefits

Secure data plane tunneling Manages the creation of aggregated user data streams through secure tunnel

Multiple Hypervisor Support Supports the most widely deployed VMware and KVM hypervisors, applicable only to vSZ-D.

Dynamic data plane scaling Supports 1Gbps, 10Gbps or even higher throughput capacities to support all types of enterprise
and carrier deployments that can be dynamically tuned without needing software updates

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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Features and Benefits

Tunneled WLANSs and Flexible Traffic Redirection

TABLE 3 Feature and Benefits (continued)

Seamless integration with vSZ controller

Simple integration and management with vSZ controller clustering architecture
enables support for multiple vSZ-D/SZ100-D/SZ144-D instances

vSZ + Data Plane services

- 20 vSZ-D/SZ100-D/SZ144-D instances per vSZ instance

- 80 vSZ-D/SZ100-D/SZ144-D instances per vSZ cluster of 4 instances
Workaround:

- If CALEA/Flexi-VPN/L3 Roaming/Network Segmentation is enabled, user shall not
be able to approve more than 40 DPs.

- If CALEA/Flexi-VPN/L3 Roaming/Network Segmentation is not enabled and the
user adds more than 40 DPs, then CALEA/Flexi-VPN/L3 Roaming/Network
Segmentation setting shall be greyed out.

The controller runs in Active/Active (3+1) mode for extremely high availability.

Each vSZ-D runs as an independent virtual machine instance that is managed by the
controller.

With vSZ-D/SZ100-D/SZ144-D DP Group enabled, it is possible to support a distributed
vSZ-D/SZ100-D/SZ144-D instance on a per vSZ Zone basis.

Superior data plane functions

Encrypted tunnel aggregation from all types of WLANs (Captive portal, 802.1x, H52.0), VLANS,
DHCP Relay, DHCP Server, NAT, L3 Roaming, Lawful Intercept, IPv6 Support and NAT traversal

between AP and vSZ-D/SZ100-D/SZ144-D.

Scalable Deployment Architectures

Provides the ability to service distributed and centralized network configurations

Deployment and operational simplicity

Simple integration and management with vSZ-E and vSZ-H installations

Site level QoS and policy control

Service policy management and data stream (will be supported in a later release)

Tunneled WLANSs and Flexible Traffic Redirection

Many WiFi deployments have requirements to support tunneled WLANs for guest isolation and encryption, POS data security, VolP traffic

management, and seamless roaming across L2 subnets. One of the most deployed and easily managed way to meet these requirements is to enable

a flat network topology by tunneling traffic to a controller.

With the vS§Z-D/SZ100-D/SZ144-D , it is now possible to support tunneled WLANs on RUCKUS APs that are managed by a vSZ controller. In addition,
both the RUCKUS APs and the vSZ-D/SZ100-D/SZ144-D support encryption capabilities on tunnels for data protection. This is especially important
when tunneling guest traffic and in use cases where the service provider or enterprise operator does not have control on the backhaul links.

NOTE

$7100 and SZ144 controllers are not supported with external DPs (vSZ-D/SZ100-D/SZ144-D).

14
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Features and Benefits
Architecture and Deployment Flexibility

FIGURE 3 Traffic redirection flexibility with the Virtual SmartZone platform
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Architecture and Deployment Flexibility

Existing architectures for supporting tunneled WLANs involve tunneling data back into controllers. This results in architectures where a complete
controller needs to be deployed on each site or all the tunneled WLAN traffic being backhauled into a centralized data center. This also results in
dependencies on choices for controller platforms with different capacity profiles, which increase the capital and operating expenses of the entire

solution without actually solving the real problem.

With the vSZ-D/SZ100-D/SZ144-D , it is now possible to deploy the same software either on-premise (on cheaper COTS hardware) when needed, as

well as deploy it at the data center (on higher end COTS hardware) and the entire Wi-Fi management controller by the vSZ controller.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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Features and Benefits
IPv6 Address Support

FIGURE 4 Unmatched architecture flexibility
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IPv6 Address Support

The vSZ-D/SZ100-D/SZ144-D supports IPv6 addresses for the data plane interface. The vSZ-D/SZ100-D/SZ144-D also supports client IPv6 addresses
for DHCP Relay only.

NOTE
vSZ-D/SZ100-D/SZ144-D does not support IPvé addresses for northbound soft-GRE tunnels.

vSZ-D/SZ100-D/SZ144-D DP Group

It is now possible to dedicate vSZ-D/SZ100-D/SZ144-D instance on a per distributed site basis.

This is especially useful for managed service providers and ISPs who manage remote distributed sites through a central or regional data center. In
this architecture, the vSZ is in the provider’s data center managing APs across all remote distributed sites.

On sites where there is a need for tunneling, they can introduce the v5Z-D/SZ100-D/5Z144-D and bind them to that particular site so that all APs on
that site shall tunnel traffic locally to the vSZ-D/SZ100-D/SZ144-D DP Group on that site.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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Features and Benefits
DHCP Server and NAT Service on vSZ-D/SZ100-D/SZ144-D

FIGURE 5 vSZ-D/SZ100-D/SZ144-D DP Group
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DHCP Server and NAT Service on vSZ-D/SZ100-D/SZ144-D

Highly scalable and optimized DHCP Server on vSZ-D/SZ100-D/SZ144-D is designed from the ground up for WiFi networks. It also introduces NAT
capability.

NOTE
DHCP Server/NAT function if enabled is supported only for wireless client IPv4 address assignment.

NOTE
DHCP Server and NAT service configuration is supported using AP and web user interface. Refer to Administrator Guide for configuring

DHCP server and NAT service on the web interface.

DHCP Server

The DHCP Server is designed in-line in the data plane and provides extreme scale in terms of IP address assignment to clients. This feature is
especially useful in high density and dynamic deployments like stadiums, train stations where large number of clients continuously move in & out of
WiFi coverage. The DHCP server in the network needs to scale to meet these challenging requirements. The DHCP server on the vSZ-D/SZ100-D/
SZ144-D provides high scale IP assignment and management with minimal impact on forwarding latency. DHCP Server supports 63 pools with

profile support.

NOTE
The DHCP service can scale for a maximum of 101K IP leases per data plane. You can incrementally add-on license on a per-group basis of

two DPs.

NAT Service

With NAT service enabled, all the WiFi client traffic is NATed by vSZ-D/SZ100-D/SZ144-D before being forwarded to the core network. Each vSZ-D/
S$Z100-D/SZ144-D supports up to 16 public IP addresses for NAT. This feature essentially reduces the network overhead significantly since this
reduces the MAC-table considerations on the UP-stream switches significantly. Again, very useful in high density deployments.

NOTE
Only single subnet is supported.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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Features and Benefits
DHCP Server and NAT Service on v§Z-D/5Z100-D/5Z144-D

NOTE
The NAT service scales a maximum of 2 million sessions/ flows per Data Plane. You can incrementally add-on license on a per-Data Plane
basis.

DHCP/NAT

DHCP/NAT functionality on SZ-managed APs and DPs (data planes) allows customers to reduce costs and complexity by removing the need for DHCP
server/NAT router to provide IP addresses to clients. For data traffic aggregation and services delivery you can choose appropriate user profile for
DHCP and NAT services on vSZ-D/SZ100-D/SZ144-D.

AP-based DHCP/NAT

In highly distributed environments, particularly those with only a few APs per site, the ability for an AP or a set of APs to provide DHCP/NAT support
to local client devices simplifies deployment by providing all-in-one functionality on the AP, which eliminates the need for a separate router and
DHCP server for each site. It also eases site management by providing central control and monitoring of the distributed APs and their clients.

Three general DHCP scenarios are supported:
e  SMB Single AP: DHCP is running on a single AP only. This AP also functions as the Gateway AP.
e  SMB Multiple APs (<12): DHCP service is running on all APs, among which two of the APs will be Gateway APs. These two Gateway APs will

provide the IP addresses as well as Internet connectivity to the clients via NAT.

e  Enterprise (>12): For Enterprise sites, an additional on site vSZ-D/SZ100-D/SZ144-D will be deployed at the remote site which will assume
the responsibilities of performing DHCP/NAT functions. Therefore, DHCP/NAT service will not be running on any APs (they will serve clients
only), while the DHCP/NAT services are provided by the onsite vSZ-D/SZ100-D/SZ144-D.

Profile-based DHCP

The DHCP Server is designed in-line in the data plane and provides extreme scale in terms of IP address assignment to clients. This feature is
especially useful in high density and dynamic deployments like stadiums, train stations where large number of clients continuously move in & out of
WiFi coverage. The DHCP server in the network needs to scale to meet these challenging requirements. The DHCP server on the vS§Z-D/SZ100-D/
SZ144-D provides high scale IP assignment and management with minimal impact on forwarding latency. DHCP Server supports 440K IP addresses
and 64 pools with profile support.

NOTE
DHCP Server/NAT function if enabled is supported only for wireless client IPv4 address assignment.

Profile-based NAT

With NAT service enabled, all the WiFi client traffic is NATed by the vSZ-D/SZ100-D/SZ144-D before being forwarded to the core network. Each vSZ-
D/SZ100-D/SZ144-D supports up to 990K ports and 16 public IP addresses for NAT. This feature essentially reduces the network overhead
significantly since this reduces the MAC-table considerations on the UP-stream switches significantly. Again, very useful in high density
deployments.

Configuring License Bandwidth

You can assign a license bandwidth for a data plane provided it is already approved. Each data plane can be configured with only one bandwidth
license. Only vSZ-D support License Bandwidth.

1. Go to Administration > Administration > Licenses.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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DHCP Server and NAT Service on vSZ-D/SZ100-D/SZ144-D

2. Select the License Bandwidth Configuration tab.

The License Bandwidth Configuration page appears.

FIGURE 6 License Bandwidth Configuration

Installed Licenses License Servers  DP Bandwidth License Configuration DP DHCP/NAT Licenses Assignment URL Filtering Licenses

oP Bandwidth

No data available »® Cancel
DP & DP Type Bandwidth
ANI-vDP-Upgrade External-virtual 1Gbps
anu-127 External-Virtual 1Gbps

2 records 1

« 0K 3 Cancel

3. Select a DP from the Data Plane table, the DP name is automatically displayed.

4. From the Bandwidth drop-down menu, select one of the following bandwidth license:
o  1Gbps (default)
e  10Gbps for customers using 10G NIC card
e  Unlimited for customers using 40G NIC card.

5. Click OK. The data plane with the assigned license bandwidth is displayed.

6. Click OK.

The message Submitting form appears, and the data plane is assigned a bandwidth.

You have successfully assigned a license bandwidth to the data plane.

Configuring the DHCP/NAT License Assignment

Creating DHCP License Assignment

Licensing needs to be created on a per SZ Controller Cluster basis. The default license, CAPACITY-DP-SVDS-DEFAULT, supports 1K DHCP address
leases.

To create the DHCP License assignment:

1. Go to Administration > Administration > Licenses.

2. Select the DP DHCP/NAT Licenses Assignment tab.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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DHCP Server and NAT Service on v5Z-D/5Z100-D/5Z144-D

3. From the DHCP License area, click Create.

The DHCP License form appears.

FIGURE 7 DHCP License Assignment

DHCP License

Licenze Usage: Tolal 1/ Consumed [/ Avalable 1

Primary Data Plane: | UF- THO-vdp-UPGRADE hd
tecondary Data Plane: | DP-THO-vdp-UPGRADE-2 v
License Count: | 1 £ 1000 P Leases

IP Leases: 1000

Description:

_ > e

o License Usage: Lists the details of license consumption and availability.

e  Primary Data Plane: Select the primary data plane from the drop-down. To remove the Data Plane from the DHCP license
assignment, select Clear.

e Secondary Data Plane: Select the secondary data plane from the drop-down. To remove the Data Plane from the DHCP license
assignment, select Clear.

e License Count: Enter the number of license. Range: 1 through 101.
o |P Leases: Lists the number of IPs assigned.
e Description: Enter a short description about the license assignment.

4. Click OK.

You have created the DHCP license assignment.

NOTE
To edit or remove the license assignment on the data plane, select the assignment from the list and click Configure or Delete respectively.

Creating NAT License Assignment
Licensing needs to be created on a per SZ Controller Cluster basis. The default license, CAPACITY-DP-SNAT-DEFAULT, supports 100K NAT sessions.
To create the NAT License assignment:

1. Go to Administration > Administration > Licenses.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
20 Part Number: 800-72209-001 Rev |



Features and Benefits
L3 Roaming

2. Select the DP DHCP/NAT Licenses Assignment tab.

3.  From the NAT License area, click Create.

The NAT License form appears.

FIGURE 8 NAT License Assignment

NAT License

License Usage: Total 1/ Consumed: O/ Available: 1
Data Plane: | DP-THO wdp-UPGRADE v
License Count: | i x 100000 Sessions, Flows

HAT Sessions/Flows: 100000

Description:

"o e

o License Usage: Lists the details of license consumption and availability.
e Data Plane: Select the data plane from the drop-down. To remove the Data Plane from the NAT license assignment, select Clear.
o License Count: Enter the number of license for the data plane. Range: 1 through 20.
e  NAT Sessions/Flows: Lists the number of NAT sessions/flows.
e  Description: Enter a short description about the license assignment.
4. Click OK.

You have created the NAT license assignment.

NOTE
To edit or remove the license assignment on the data plane, select the assignment from the list and click Configure or Delete respectively.

L3 Roaming

RUCKUS vSZ and vSZ-D/SZ100-D/SZ144-D architecture now supports L3 Roaming without the need for additional mobility controllers.

The key use cases for L3 Roaming are well-understood,. Typically, a large WLAN network where APs are separated on different VLAN segments and
there is a need for IP address preservation and potentially session persistence. Most common deployments are large campus networks designed
with multiple switches and VLANs and there is a need to support L3 Roaming.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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L3 Roaming

On vSZ-D/SZ100-D/SZ144-D, RUCKUS Wi-Fi can now support L3 Roaming with IP Address preservation. Below is the high level use case that
describes the feature functions. A large network that is broken up into various campuses and there is a need to support L3 Roaming. Below figure
depicts 2 campuses, which are L2 separated but need L3 Roaming.

The APs in campus A setup a tunneled WLAN to the vSZ-D (Using DP Group) and APs in building B setup a tunneled WLAN to the vSZ-D in their
building.

Each vSZ-D/SZ100-D/SZ144-D in the building can be configured to run a DHCP Server and NAT the traffic or be setup as a DHCP Relay. When a client
roams from an AP in building A to an AP in building B, the vSZ-D/5Z100-D/SZ144-D in building B detects the roaming event and forwards the traffic

(or assigns the same IP back to the client) to the vSZ-D in building A (home vSZ-D/SZ100-D/SZ144-D or anchor vSZ-D/SZ100-D/SZ144-D) to ensure
that service to the client is not interrupted.

One additional unique benefit of this architecture over other L3 Roaming solutions is that with this architecture, the roamer client can still have
access to his home network resources (this is similar to mobile roaming on 3G/4G networks).

NOTE
Traffic between inter vSZ-D/SZ100-D/SZ144-D tunnels in Figure 9 can be encrypted by enabling tunnel encryption. Refer to Enabling
Tunnel Encryption on page 25 for more information.

FIGURE 9 Usage of L3 roaming
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Editing L3 Roaming for a vSZ-D/SZ100-D/SZ144-D

For L3 roaming to work without session break, the data planes between which the roaming happens must both be enabled with the L3 Roaming
feature.

NOTE
If the IP address of the UE changes, then the session breaks.

1. Go to Network > Data and Control Plane.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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Lawful Intercept

2. Select L3 Roaming.
The Enabling L3 Roaming page is displayed.

FIGURE 10 Enabling L3 Roaming

Edit L3 Roaming

DP: | ANI-vDP-Upgrade@A0:36:9F:F4:1B:52

Version: | 6.1.0.0.875
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Roaming Criteria: ‘ UE Subnet ‘

=+ Create

3. Click Configure to edit the L3 roaming settings.

The Edit L3 Roaming page is displayed.
4. From Activate, you can enable the feature for the DP by selecting Enable or Disable from the drop-down menu.

5. From the Roaming Criteria list, select one of the following options to define the data format to establish connection between DPs: UE
Subnet or WLAN VLAN.

6. Click OK.
You have successfully enabled L3 roaming, and also set the roaming criteria based on which DPs would connect within the network.

You have enabled L3 roaming in the selected vSZ-D/SZ100-D/SZ144-D.

Lawful Intercept

An important carrier class feature that is being introduced on the vSZ-D/SZ100-D/SZ144-D is to support Lawful Intercept requirements.

These are slowly becoming mandatory and stringent on SP-WiFi deployments where Service Providers need to meet the CALEA standard
requirements.

RUCKUS vSZ-D/SZ100-D/SZ144-D now supports the ability to identify a device that has a LI warrant issued against it and mirror the client data traffic
to a LIG (Lawful Intercept Gateway) that is hosted in the SP’s data center over L20GRE.

The figure below illustrates the high level architecture that is supported for Lawful Intercept capabilities. It aslo depicts an architecture where
smaller sites (with lesser number of APs) that do not need data tunneling to vSZ-D/SZ100-D/SZ144-D (depicted as Multi-AP and Single AP sites) but
need Lawful Intercept. On the other side is a large enterprise site with large number of APs and need tunneling (depicted as Enterprise site with
vSZ-D/SZ100-D/SZ144-D on premise) with Lawful intercept.

NOTE
As mentioned in this document, the flexibility of the RUCKUS vSZ/vSZ-D architecture is that WiFi service providers can deploy the vSZ-D/
SZ100-D/SZ144-D only on premises where there is a need (typically larger venues) for tunneling.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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The RUCKUS architecture simply involves spinning up a vSZ-D/SZ100-D/SZ144-D instance at the central data center and designate that vSZ-D/SZ100-
D/SZ144-D instance as a CALEA mirroring agent. All of this configuration is centrally managed through the vSZ. Once the network is setup
appropriately, when a client device with a matching MAC address that has a warrant is detected on any of the access sites, the APs (or the vSZ-D/
SZ100-D/SZ144-D) will mirror the packets to the vSZ-D (CALEA Mirroring agent) in the DC which will then forward the traffic to the LIG (Lawful
Intercept Gateway) either in the DC or SP DC.

FIGURE 11 Usage of Lawful Intercept
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Enabling Flexi VPN

You can enable Flexi-VPN and limit the network resources that a UE can access. Flexi-VPN allows an administrator to customize the network
topology, and is thereby able to control the network resources accessible to the end-user. This feature is only supported on vSZ-E and vSZ-H, and is
enabled by purchasing the Flexi-VPN license.

1. Select Network > Data and Control Plane.
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Features and Benefits
Enabling Tunnel Encryption

2. Select Flexi-VPN.
The Flexi-VPN status page is displayed.

FIGURE 12 Enabling Flexi-VPN
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NOTE

The Flexi-VPN option is available only if the Access-VLAN ID is configured in manual mode, and when VLAN Pooling, Dynamic
VLAN and Core Network VLAN options, and Tunnel NAT are disabled.

NOTE
Flexi-VPN is activated when a Flexi-VPN profile is assigned to a WLAN.

NOTE
A maximum of 1024 WLAN IDs can be applied to a Flexi-VPN profile.
Flexi-VPN supports IPv4 addressing formats and RUCKUS GRE tunnel protocol. It does not support IPvé6 addressing formats.

The following record table indicates that the Flexi-VPN profile is successfully applied to the WLAN:
e  WLAN: displays the name of the WLAN
e  Zone: displays the name of the zone
o  DP Group: displays the name of the source data plane from which tunneled traffic starts

o  Flexi-VPN Profile: displays the name of the destination data plane to where the tunneled traffic terminates

Enabling Tunnel Encryption

You can use the tunnel encryption feature to encrypt data for a private network, through a public network. This feature is available in vSZ-H and vSZ-
E.

1. Go to Services > Tunnels and Ports.
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Features and Benefits
Enabling Tunnel Encryption

2. Select the Tunnel Encryption(DP) tab.
The Tunnel Encryption (DP) page appears.

FIGURE 13 Tunnel Encryption (DP)
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3. Select the Enable Tunnel Encryption check-box.
4. Click OK.

You have successfully enabled tunnel encryption.
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Network Architecture

vSZ-D/SZ100-D/SZ144-D requires at least two physical interfaces: one for control/management and another for data plane.

The control/management interface is used for communication with the vSZ controller, as well as the command line interface. The data plane
interface is used to tunnel user data traffic from the APs.

FIGURE 14 vSZ-D logical interfaces
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The access layer (southbound) is used to tunnel traffic to and from managed APs. The following connections exist on the access layer.
1. AP to and from vSZ-D/SZ100-D/SZ144-D: Data plane, secured by RUCKUS GRE tunnel.
2. VvSZto and from vSZ-D/SZ100-D/SZ144-D: Control plane, for vSZ to manage vSZ-D/SZ100-D/SZ144-D
3. AP to and from vSZ: Control plane, for vSZ to manage the AP

The core layer (northbound) is used by vSZ-D/SZ100-D/SZ144-D to forward traffic to and from the core network.
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Communication Workflow

The figure below captures a high level end-to-end communication flow between RUCKUS APs, vSZ and vSZ-D/SZ100-D/SZ144-D.

FIGURE 15 Communication workflow between RUCKUS APs, vSZ, and vSZ-D/SZ100-D/SZ144-D
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The following are the steps seen in the above figure.

1. Update the vSZ controller to the latest release or perform a fresh install of the vSZ controller with the latest release
NOTE
If you are upgrading the vSZ controller and the vSZ-D/SZ100-D/SZ144-D, RUCKUS recommends the update of vSZ controller
before the update of v§Z-D/SZ100-D/SZ144-D
2. Install vSZ-D/SZ100-D/SZ144-D and point it to the vSZ-E or vSZ-H controller by using the following options:
o  Set vSZ-E or vSZ-H control interface IP address or FQDN or configure the controller IP address via DHCP option 43.
e  For vSZ-E or vSZ-H configured with three (3) IP interfaces, the IP address to use is the vSZ control interface IP address.
3. The vSZ-D/SZ100-D/SZ144-D management interface connects with the vSZ-E or vSZ-H controller control interface
4. The vSZ-E or vSZ-H controller administrator approves the vSZ-D/5Z100-D/SZ144-D connection request
5. The vSZ informs the AP of the vSZ-D/5Z100-D/SZ144-D data interface
6. The vSZ-D/SZ100-D/SZ144-D is displayed as active and managed on vSZ-E or vSZ-H
7. AP establishes a RUCKUS GRE tunnel with the vSZ-D/SZ100-D/SZ144-D data interface when a tunnelling WLAN is configured

Figure 15 depicts logical network architecture. In real-world deployments, there may be network routers, gateways, firewalls and other devices;
these typical network devices are not shown in the figure to focus on the vSZ-D/SZ100-D/SZ144-D interfaces and communication protocol aspects

between the various entities.

It is also important to note that support for distributed or centralized deployment topologies introduce NAT routers/gateway devices. The
communication interfaces between RUCKUS APs, vSZ and vSZ-D/SZ100-D/SZ144-D are designed to support NAT traversal so as to support such NAT

Deployment Topologies on page 31.
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NAT Deployment Topologies

vSZ-D/SZ100-D/SZ144-D supports several deployment topologies.

AP Behind NAT and vSZ-D/SZ100-D/SZ144-D Behind NAT

When an AP is behind NAT, it is assumed that AP is sitting in the private world and wants to talk to vSZ-D/SZ100-D/SZ144-D in the public world
through NAT. The AP obtains its private IP address and communicate with the vSZ-D/SZ100-D/SZ144-D through NAT. During communication with
vSZ-D/SZ100-D/SZ144-D, the NAT router will intercept the packet and change the source IP address (which is the AP IP address) to a public IP
address and add a new source port number before forwarding the packet to vSZ-D/SZ100-D/SZ144-D. vSZ-D/SZ100-D/SZ144-D, in this case, is
insensitive to the NAT router’s operation. When the packet comes back from vSZ-D/SZ100-D/SZ144-D to the AP, the NAT router will intercept the
packet and translate the destination IP address and port number back to the appropriate (original) AP IP address and port number.

When vSZ-D/SZ100-D/SZ144-D is behind NAT, it is assumed that vSZ-D/SZ100-D/SZ144-D is sitting in the private world and wants to talk to the AP in
the public world through NAT. In this case, it is needed to setup the NAT IP (public IP) and a port number pair in v5Z-D/SZ100-D/SZ144-D “setup”
process. vSZ picks up this public address and the associated port number and informs the AP that this is the vSZ-D/SZ100-D/SZ144-D address/port
(public-IP, port) pair to connect to.

It is also needed to configure the NAT device and enter the port mapping, basically, (public-IP, port) <-> (private-IP, 23233) into NAT’s rule table.
Thus, when NAT receives the packet bound for v§Z-D/SZ100-D/SZ144-D (sent to public-IP/port) from the AP, it will translate it to (private-IP, 23233)
based on the rule table before sending it to vSZ-D/SZ100-D/S5Z144-D, and conversely, for packet from vSZ-D/SZ100-D/SZ144-D, NAT router will look
at the srcIP/srcPort (IP, 23233), and convert it to public IP address or port based on the rule table before sending it to AP.

NOTE
Both TCP and UDP protocols on port 23233 need to be forwarded as both are used (TCP is used for tunnel establishment and UDP for
client data)

vSZ and vSZ-D/SZ100-D/SZ144-D at Data Center Behind
NAT

In this deployment topology, vSZ-D/SZ100-D/SZ144-D and vSZ are co-located at the data center behind NAT, while Ruckus APs are on the access
network behind NAT.
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NAT Deployment Topologies
vSZ-D/SZ100-D/SZ144-D at Access Site with NAT

FIGURE 16 vSZ and vSZ-D/SZ100-D/SZ144-D at data center behind NAT
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In this deployment topology, vSZ is at the data center and vSZ-D/SZ100-D/SZ144-D is co-located with the Ruckus APs on the access network. In this
scenario, there are NAT routers between vSZ and vSZ-D/SZ100-D/SZ144-D/Ruckus APs.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
32 Part Number: 800-72209-001 Rev |



FIGURE 17 vSZ-D/SZ100-D/SZ144-D at access site with a NAT router

NAT Deployment Topologies
vSZ-D/SZ100-D/SZ144-D Behind NAT
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In this deployment topology, vSZ is at the data center and vSZ-D/SZ100-D/SZ144-D is in a distributed site but not co-located with the Ruckus APs
within the access network. There are NAT routers between vSZ and vSZ-D/SZ100-D/SZ144-D, and between vSZ-D/SZ100-D/SZ144-D and Ruckus APs.
The vSZ-D/SZ100-D/SZ144-D port to communicate with vSZ control plane is port 22.
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NAT Deployment Topologies
DHCP Relay with NAT

FIGURE 18 vSZ-D/SZ100-D/SZ144-D behind a NAT router
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Similar to the vSZ-D/5Z100-D/5Z144-D Behind NAT, in this deployment topology, vSZ is at the data center and vSZ-D/SZ100-D/SZ144-Disin a
distributed site but not co-located with the Ruckus APs within the access network. There are NAT routers between vSZ and vSZ-D/SZ100-D/SZ144-D,

and between vSZ-D/SZ100-D/SZ144-D and Ruckus APs. However, in this topology, the DHCP server assigning client IP addresses is on its own
separate subnet. vSZ-D/SZ100-D/SZ144-D provides the DHCP relay function to support such a network configuration.
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FIGURE 19 DHCP relay with a NAT router
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DHCP Option 82 and Bridge Profile

NAT Deployment Topologies
DHCP Option 82 and Bridge Profile

If you are enabling the DHCP Option 82 in WLAN configuration in the controller vSZ, it means that the AP is going to put DHCP Option 82 in the
DHCP server and will send it to vSZ-D/SZ100-D/SZ144-D. This is in the format TF-Name : VLAN-ID:ESSID:AP-Model : AP-Name : AP-MAC. If
you want to give the users the option to choose what needs to be included in DHCP Option 82, you would need to create a Bridge Service Profile in

the vSZ controller web interface. Follow the steps to create a Bridge Service Profile.

e  Go to vSZ controller web interface > Services > Tunnels & Ports > Core Network Tunnel > Bridge.

e  Click on Create.
e  Enter the bridge forwarding profile information

- Inthe Name field, type a name for the bridge forwarding profile.
- Inthe Description field, type a short description for the profile.
- Ensure the Enabled DHCP Relay option is selected.

- Enter the DHCP server IP addresses. Select the Send DHCP requests to both servers simultaneously option, if you want to send the

request to both the servers.

- Enable DHCP Option 82 and choose the sub options based on your requirement or of the user. This will be taken care by vSZ-D/

$7100-D/SZ144-D during DHCP packet relay to the DHCP server.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
Part Number: 800-72209-001 Rev |

35



NAT Deployment Topologies
DHCP Option 82 and Bridge Profile

FIGURE 20 Creating Bridge Profile
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o  Go to vSZ controller web interface > Network > Wireless > Wireless LANs.
o  Click on Create to add the following new WLAN configuration:
- Access Network as Tunnel WLAN traffic through Ruckus GRE
-  Core Network as Bridge
- Authentication Options > Methodas Open
- Encryption Options > Methodas None
- Forwarding Policy as Factory Default . Choose the forwarding policy as the bridge profile.

o  Click OK to complete and save the configuration.
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NAT Deployment Topologies
DHCP Option 82 and Bridge Profile

FIGURE 21 Creating a WLAN Configuration
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Configuring the vSZ Controller to Prepare for
Network Segmentation
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e  Configuring Global Settings....................

e  Configuring DHCP Pool Settings
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e  Network Segmentation - SZ-DP - Data Plane Redundancy for VNIs, NAT, and DHCP..........c..ccceeeieeiiecieeneeceeeee e seee v 47

Configuring the DHCP/NAT License Assighment

License assignment specifies the capability of each Data Plane, which has the ability to assign IPs by DHCP feature and translate packets by NAT
feature. Though these features already exist, starting 5.0, customers must purchase license to enable these features.

NOTE
This feature is supported only on virtual platform.

Creating Profile-based DHCP

DHCP profile can be applied to vSZ-D and the vSZ-D server can assign IP to the UE based on the profile rule. Different pools with the same subnet
can be created without overlapping IP range.

NOTE
DHCP supports only access-side network.

e  Configuring Global Settings on page 39
e  Configuring DHCP Pool Settings on page 40

Configuring Global Settings

To configure Profile-based DHCP Global settings:

1. Go to Services > DHCP & NAT > DHCP Profiles (DP).
2. Click Create, the Create DHCP Profile page appears.
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Configuring the vSZ Controller to Prepare for Network Segmentation
Configuring DHCP Pool Settings

3. Configure the following:

o  Profile Name: Type a name for the DHCP profile you want to create. AP supports 32 bytes.

e Description: Type a description of the settings you want to create.
o  Domain Name: Type the domain name address.

e  Primary DNS Server: Type the primary domain name server address.

e Secondary DNS Server: Type the secondary domain name server address.

o Lease Time: Type the duration in Hours, Minutes and Seconds. Range: 1 through 86400 seconds.

o  DHCP Option43 Space: Click Create, the Create DHCP Option43 Space form appears. Configure the following:

- Space Name: Type a name for Option43 space.
- Description: Type a description for Option43 space.

- Under Option43 Sub Option, click Create and configure the following:

> Sub Option Name: Type a sub option name.
> Type: Select the required option from the drop-down.
»  Code: Enter a code. Range: 1 through 254.
> ClickOK, you have created Option43 Sub Option.
- Click OK, you have created Option43 Space.

o  Hosts: Click Create, the Create Host Configuration form appears. Configure the following:

- General Options

» Host: Type a name for the host settings that you want to create.
> Description: Type a description for the host settings that you want to create.

- Policy Options

» Mac Address: Type the MAC address of the DHCP host.
- Assigning Options

> Broadcast Address: Type the broadcast IP address.

» Fixed Address: Type the fixed IP address of the host.

> Gateway: Type the gateway IP address.

> DNS Server: Type the IP address of the DNS server.

> Domain Name: Type the domain name.

> Host Name: Type the host name.

> Lease Time: Type the duration in Hours, Minutes and Seconds. Range: 1 through 86400 seconds.

- Click OK, you have created DHCP Host configuration.
4. Click OK.

You have created DHCP Profile settings.

Configuring DHCP Pool Settings

To configure DHCP pool settings:

1. Go to Services > DHCP & NAT > DHCP Profiles (DP).

2. Select the DHCP profile from the list for which you want to configure the pool settings.

3. Select the Pools tab page.
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Configuring the vSZ Controller to Prepare for Network Segmentation

4. Click Create and configure the following:

e  General Options

Pool Name: Type a name for the pool configuration.
Description: Type a description for the pool configuration.

e  Policy Options

Policy type: Select VNI type for Network Segmentation.

e  Assigning Options

Subnet: Type the IP address.

Subnet Mask: Type the network address.

Broadcast Address: Type the broadcast IP address.

Pool Range: Type the address range for the pool.

Exclude Pool: Type the address range that must be excluded.
Primary Gateway: Type the primary gateway IP address.

Secondary Gateway: Type the secondary gateway IP address.
Primary DNS Server: Type the IP address of the primary DNS server.
Secondary DNS Server: Type the IP address of the secondary DNS server.
Domain Name: Type the domain name.

Host Name: Type the host name.

Lease Time: Type the duration in Hours, Minutes and Seconds. Range: 1 through 86400 seconds.

e  Option43 Value

5. Click OK.

Click Create, the Create Option43 value form appears. Configure the following:

»  Choose the Space Name or click Create to configure Option 43 Space Name.
» Enter a Description.
Click OK, you have configured Option43 value.

You have created DHCP pool configuration.

Creating Profile-based NAT

A NAT Profile could be applied to a vSZ-D. The NAT server settings work independently. You must configure the following settings to create a NAT

profile:

NOTE

NAT does not support multiple public subnet/VLAN.

e  Configuring NAT Global Settings on page 41

e  Configuring NAT Pool Setting on page 42

Configuring NAT Global Settings

To create a NAT global setting:

1. Go to Services > DHCP & NAT > NAT Profiles (DP).

2. Click Create, the Create NAT Profile page appears.
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Configuring NAT Pool Setting

Configure the following:

o Profile Name: Type a name for the NAT profile that you want to create. AP supports 32 bytes.
e Description: Type a description for the profile that you want to create.

o  Subnet: Type the IP address.

o  Policy type : Select VNI type for Network Segmentation.

o  Prefix: Type a prefix value. Maximum range: 31.

e  Gateway: Type the gateway IP address.

Click OK.

You have created a NAT Profile.

Configuring NAT Pool Setting

To configure NAT pool settings

1
2
3.
4

Go to Services > DHCP & NAT > NAT Profiles (DP).

Select the NAT profile from the list and click the Pools tab.
Click Create, the Create Pool Configuration page appears.
Configure the following:

e  General Options

- Pool Name: Type a name for the NAT pool settings that you want to create.
- Description: Type a description for the pool settings that you want to create.

e Policy Options:
- Policy Type: Select VNI type for Network Segmentation.
e Translation Options
- Port Range: Type the port range. Range: 10000 through 65534. For example: 10000-20000.
- Public Address Range: Type the public address range.
Note: This public address must not be duplicated with the other public address in the same subnet, which includes applied NAT
Profile and vSZ-D's Access and Core Interface Address.

Click OK.

You have created a NAT pool setting.

Creating an AP Group

Creating an AP group means creating a configuration profile that defines channels, radio settings, ethernet ports and network segmentation groups

and other configurable for all members of the group or for all APs of a specific model in the group.

Follow these steps to create an AP group.

1.

42

On the main menu, click Network > Access Point

The Access Point page is displayed.
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Configuring the vSZ Controller to Prepare for Network Segmentation
Creating an AP Group

FIGURE 22 Access Point
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2. From the System tree hierarchy, select the location (for example: System, Domain, Zone) and click + . The following figure appears.

FIGURE 23 Create Groups
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General Options
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3. Enter the details as explained in the following table.

NOTE
.

You can also edit the configuration of default AP group by selecting the default group and clicking the icon.

4. Click OK.

5. Select the AP's that will be used in the Network Segmentation and move them into the created AP Group(s).
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Creating WLAN for Network Segmentation

NOTE
o

You can also edit, clone or delete an AP Group by selecting the options Configure £ , Clone or Delete respectively, from the

Access Points page.

Creating WLAN for Network Segmentation

NOTE
Refer to the RUCKUS SmartZone and Cloudpath Network Segmentation Configuration Guide for details regarding the SmartZone and
cloudpath connection establishment.

o Select the ControllerNetwork> Wireless LAN System>AP Group.

o  Click Create.

FIGURE 24 Creating WLAN Configuration
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e Under General Options, enter the "Name" and SSID in general options.
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NOTE

Configuring the vSZ Controller to Prepare for Network Segmentation

Creating WLAN for Network Segmentation

When "Enable Network Segmentation role Configuration" is set to "ON", Authentication Options, Encryptions Options, Data
Plane Options, and Authentication Server will be grayed-out with required settings as shown in the figure below.

FIGURE 25 Enabling Network Segmentation Role Configuration
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Configuring the vSZ Controller to Prepare for Network Segmentation
Creating WLAN for Network Segmentation

FIGURE 26 Data Plane Options
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NOTE

For Authentication Server and Accounting from SmartZone, the Authentication Service should match Cloudpath RADIUS Server
settings,

NOTE

Refer to RUCKUS Traffic Management Guide and navigate to Tunnels and Ports > Working with Tunnels and Ports.

The forwarding profile is set to "Factory default" and Wireless client Isolation is disabled as in the image below.
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FIGURE 27 Forwarding Profile and Client Isolation

Configuring the vSZ Controller to Prepare for Network Segmentation
Network Segmentation - SZ-DP - Data Plane Redundancy for VNIs, NAT, and DHCP

Forwarding Profile

Wireless Client Isolation

Client Isolation:

Priority: (®) High () Low

s —
Core Network Forwarding Factory Default | e
Profile:

e The WLAN will be displayed in the Network Segmentation profile.

FIGURE 28 Editing network Segmentation

WLAN Mamer
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Setoct Wiam (Domain one WLAN-SH0)

General Wineless
« Mame re - 550
= Data Plane = WMy

QA-Bin HU3_MOU_H1
QAR Hua_MDY_H1
QABINHUS_MOU_H2
QABin Hua_MDU_H}
QA-Biin.Hua_MOU_H3

QA-Bin Hua_MEU_M3

Select one SSI0 to be Used for the network Segmentation.

Select WLANs from different Zones 1o be part of the network segmentation,

@ arwied @ swich (=]
o [thermed Profile + Sattch Covups > - i
SR e = M S The WLAN can be displayed in
Network Segmentation Profile
4 Administration
4z Adn iRt iaton,
3 Ad i L
142 Administration Dosmain
F2
a1 Adeministration Desmain
S records L
Srlacted Whan |Domas 2o WLAN- 5320|
a a
Aderwruiaraton Doman-742-QA B Hua_WDU_H1 QA -

. NOTE

WLAN will not be displayed if Network Segmentation option is disabled.

Network Segmentation - SZ-DP - Data Plane Redundancy

for VNIs, NAT, and DHCP

Data Plane Redundancy for Network Segmentation

When normal data plane is offline, redundant data plane takes charge of the same VNI range.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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Configuring the vSZ Controller to Prepare for Network Segmentation

Network Segmentation - SZ-DP - Data Plane Redundancy for VNIs, NAT, and DHCP

The warning message "The Redundant DP's DHCP Profile will be overridden by Normal DP's DHCP Profile" will be displayed.

48

Edit Data Plane Relation

Mormal Data
Plane:

vDF-7-113-Two

VHIRange:  1000-2000

DHCP Profile: | MDU-Pooll + &
DHCP Pool: | MDU-DHCP-Pooll + &
NAT Profile: | NET3500-NAT-Profile + &

MAT Pool: | NET3500-NAT-1 + &

The Redundant DP's DHCP Profile will be overridden by Normal DP's DHCP Profile

Redundant | |

Data Plane:

DHCP Profile:

DHCP Pool:

Enable Redundant Data Plane

MDU-Paoll

MDU-DHCP-Pooll

Each data plane establishes inter-tunnel and detects the "keep alive" to each other.

The redundant data plane detects inter-tunnel keep alive, if normal data plane is idle for over 60 seconds. The redundant data plane takes

charge of the VNI range, until the normal data plane is back online.
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Creating Network Segmentation Profile on the
vSZ Controller

Network Segmentation was designed specifically to target Multi Dwelling Unit (MDU) deployments. Network Segmentation is currently using
external Dynamic Pre-shared Key (DPSK) to place a single tenant and their devices into their own individual VXLAN (iLAN).

NOTE
For 6.1.2 SmartZone release, Network Segmentation supports Rodan/ Fastlron release 10.0.10 ICX.

Data Plane (DP) will play the role of Home DP or Partner DP. Each DP plays the home DP role and has its own VXLAN Network Identifier (VNI) range.
Home DP facilitates MDU UE, connect with each other based on the same VNI number.

1.

2.

On the menu, click Services > Hotspots & Portals > Network Segmentation > Network Segmentation Profiles to display the Network
Segmentation Profiles.

FIGURE 29 Network Segmentation Profiles

E |+ Monitor & Network U security & Services & Administration © Ruckus Analytics Services otspots & Portals et iation > Network Segmentation Profiles
Network Segmentation Profiles Ethernet Profiles
o< Cloudpath Status: Cloudpath Credential is not available

= [ 0 EEE * et searchtable Ql o8

g Name a Dat P stat

:

3

g

No dat: 1
. + Create | | . . .
Click the icon to display the Create Network Segmentation dialog box.
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FIGURE 30 Editing Network Segmentation Groups in SmartZone User Interface

Create Network Segmentation

Name:

Data Plane

=+ Add

Data Plane Range DHCP Profile DHCP Poo AT Profile AT Poo

Next Cancel

3. Complete the following fields under the General dialog box:

o Name: Enter a network segmentation profile name.

Add
e Data Plane: Select the data plane from the table or create a data plane by clicking the + Ade icon to display the Create Data Plane
Relation dialog box.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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FIGURE 31 Creating Data Plane Relation

Create Data Plane Relation

Normoal Data [ . __
Plane i

WVHI Range:

Complete the following fields:

- Normal Data Plane: Select the data plane from the list.
- VIN Range: Enter the VNI range; ensure your VNI range is large enough to accommodate all units in the property. Each unit gets
its own unique VNI.

NOTE
The VNI value can be mapped from the client data in Troubleshooting from the Management Guide, if user is having
issues in selecting the VNI range.

- DHCP Profile: Select the DHCP profile from the drop down list or click the + to create a DHCP Profile. refer to Creating Profile-
based DHCP from the RUCKUS Traffic Management Guide.

- DHCP Pool: Select the DHCP pool from the drop down list or click the * to create a DHCP pool. Refer to Creating Profile-based
DHCP from the RUCKUS Traffic Management Guide.

- NAT Profile: Select the NAT profile from the drop down list or click the ¥ to create a NAT profile. Refer to Creating Profile-
based NAT from the RUCKUS Traffic Management Guide.

- NAT Pool: Select the NAT pool from the drop down list or click the + to create a NAT pool. Refer to Creating Profile-based NAT
from the RUCKUS Traffic Management Guide.

NOTE
By default, the Redundant Data Plane is switched off. Switch it on to enable the Redundant Data Plane.

NOTE
You can also edit and delete a data plane by selecting the options Configure and Delete respectively, from the Data Plane
tab.

4. Click Next.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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5. Complete the following fields under the Wireless dialog box:

By defaut, the Wireless option is disabled. Switch on to enable the Wireless option.

FIGURE 32 Selecting SSID (wireless) for Network Segmentation

Edit Network Segmentation

General Wireless B AP Wired B Switch
* Name 3 | ®ss0 i Prof o s
® Data Plan ® WLANS @0

[on @S

@ Select one SSID to be used for the network segmentation.

Selected 5510; MOUENIFUN

@ Select WLANSs from different zones to be part of the network segmentation.

Select Wians (Domain-Zone-WLAN-55ID)

Q

Selected Wlans {Demain-Zene-WLAN-SSID)

Nipun-Nipun-MDU-MDU-MDU@NIPUN

Y Review

1 records 1

o  SSID: Select the SSID for Network Segmentation from the drop down list.

The selected SSID will be displayed in the Selected SSID field.
o  WLAN: Select WLANSs (wireless) for Network Segmentation.

6. Click Next.

7. Complete the following fields under the AP Wired dialog box:

By defaut, the AP Wired option is disabled. Switch on to enable the AP Wired option.
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FIGURE 33 AP Wired Ethernet Profile

Creating Network Segmentation Profile on the vSZ Controller

Edit Network Segmentation

General Wireless ™ | AP wired

> 5510

EI0) enavie

AP groups presented here are from the 2ones which use the DP{s) select

Select Ethernet Profile: | MOU-Profilel

Select AP Groups (Domain-Zone-AP Group)

(| switch
® Swit
o
® Acce

Review

ed in step 1.

+ ¢

Selected AP Groups (Domain-Zone-AP Group)

Mipun-Mipun-MDU-Real AP
Mipun-Mipun-MDU-defaut

Cancel

[ ]
The selected SSID will be displayed in the Selected SSID field.
o  Select the AP group: Select the AP group from the table.
8.  Click Next.
9. Complete the following fields under the Switch dialog box:

Select the Ethernet profile: Select the ethernet profile from the drop down list or click the ¥ icon to create an ethernet profile.

By defaut, the Switch option is disabled. Switch on to enable the Switch option.
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FIGURE 34 Selecting Switch Groups

Edit Network Segmentation
General Wireless ™ AP wired (W | switeh [C74
» Hame s O 0D » Ethemet Prol 3 e
» Data Plang 9 WLAN: & AP Groups
m Enable
o Select Switch Groups
Aovailable Switch Groups Selected Switch Groups
Q Q
(0 o MatworkSegP2
- B -
. @
¢ [ e -
ETmET

o  Select the Switch Groups: From the table, select the switch group which is to be added to the Network Segmentation group.

NOTE
To select the participated Switch Group for the segment profile, administrator can utilize the search function to filter out
the groups.

o  Select Distribution Switches: Select the distribution switch from the drop down list which is to be added to the Network
Segmentation group.

FIGURE 35 Select Distribution Switches

Edit Network Segmentation

General Wireloss ™ APWired (W switch ~
» Name 3 @SS » Ethemet P 0 Swi 3 Review
» Dada Planc & WiANs * AP Groups
@ Setup Distribution Switches
™
L
Select Distribution Switches! | 1
a @
METALXX-CORE-DNS [BC:T...  [SUCCESS) wDP-7-113-Two METALXCM...  300-399 41 10.10.41.1/255.255.255.0
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Creating Network Segmentation Profile on the vSZ Controller

NOTE
VXLAN is supported only on higher end switches such as ICX 7850, 7650 and 7550 model with router image, so distribution
switch should use the above mentioned ICX models.

To configure the distribution switches, select the switch from the table and click Configure Icon to display the Edit Distribution
Switch dialog box.

FIGURE 36 Configure Distribution Switch

Edit Distribution Switch: NET41XX-CORE-DIS

Cm Data Plane Redundancy

Data Plane: | vDP-7-113-Two
VLAN List:
* Loopback Interface ID:
Loopback Interface IP:
Loopback Interface Subnet Mask:
Keep alive: 5

Retry times: 3

Available Access Switches 7] Selected Access Switches

NET41XX-MDU1 [D4:C1:9E:10:A1:00]
NET41XX-MDU-2 [C0:C5:20:B0:C4:F5)

Complete the following fields:

- Data Plane: Select the data plane.

- VLAN List: Enter the VLAN List.

- Loopback Interface ID: Enter the Loopback Interface ID.

- Loopback Interface IP: Enter the Loopback Interface IP.

- Loopback Interface Subnet Mask: Enter the Loopback Interface Subnet Mask.

- Keep alive: Enter the keep alive time interval to enable data plane monitor status. This option is enabled, if the Data Plane
Redundancy is switched on.

Keep alive value is restricted between the range of 1 - 20 seconds to check Data plane status by ICMP Ping.
- Retry times: Enter the retry time interval to enable data plane monitor status. This option is enabled, if the Data Plane
Redundancy is switched on.

Retry times is restricted between the range of 1 - 5 to check Data plane status retry times if no response.
- Available Access Switches: The available access switches are displayed in the table.
- Selected Access Switches: Select the access switch from the interface.
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FIGURE 37 Selected Access Switches

Edit Distribution Switch: NET41XX-CORE-DIS

Plan: indan
* DataPlane: | vDP-7-113-Tw (m bats Fane Bedudiarcy,

VLAN List:

Loopback Interface 1D:

Loopback Interface IP:

Loopback Interface Subnet Mask:
Keep alive: 5

?] Retrytimes: 3

Available Access Switches Selected Access Switches

Q Q

NET41XOCMDUT [D4:CIOE10A100) o e

NET41XX-MDU-2 [C0:C5:20:B0:C4:F5]

- Data Plane Redundancy: Administrator can disable/enable site redundancy.

NOTE
The maximum size of redundancy server is seven.

- Distribution Switch and Data Plane communicate client VNI information via VXLAN Tunnel as follows:
a. Switch Client connect to Access Switch.
b. Access Switch connect to the Distribution Switch.

c.  Distribution Switch establish VXLAN tunnel to the Data Plane.

Switch Client management:

a. Distribution Switch use loopback interface connect to Data Plane interface.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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FIGURE 38 Loopback Interface Connect to Data Plane Interface

Available Access Switches

Data Plane:

VLAN List:

Loopback Interface 1D:

Loopback Interface IP:

Loopback interface Subnet Mask:

Keep alive:

Retry times:

2392-6110140-1

3001,3002

1

111110110113

255.255.255.0

10

3

Edit Distribution Switch: ICX7850-48C Router

m Data Plane Redundancy

+ Create

1 2392-6110140-a

Selected Access Switches

ICX7450-48P Switch [D4:C1.9E:06.2E:80]

b. Network Routing will be carried out between Distribution Switch loopback interface and Data Plane data interface.

c.  Switch Client belonging to Access Switch should authenticate VLAN network.

d. Browser will re-direct to Web Authentication page.

e. After the Switch Client pass web authentication, the Distribution Switch forward the client traffic to Data Plane.

For the Network Segmentation function of Switch part, all devices between Distribution Switch and Data Plane must enable
the Jumbo mode. This includes the Distribution Switch itself and vSZ-D Data interface which belongs to the vSwitch on ESXi.
Otherwise, switch client will not be able to access the internet connection.

To enable the Jumbo mode, do the following:

»  On the menu, click Network > Wired > Switches to display the Switches window.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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>

)

f.
g.

)

FIGURE 39 Switches
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Click Configuration > Configure to display Feature Configuration dialog box.
Switch ON to enable the Jumbo mode.

FIGURE 40 Feature Configuration

af rucwus
Feature Configuration - ICX7550-48P Router DS1
Swiich  ALCL R F A
w1 ICHTS-48P Rowter 051
[ o e
Click OK.

The data plane detects the VxLAN.

Data Plane provide the DHCP/NAT service according to Switch Client VNI information.

o  Setup Access Switches: Select the access switch and apply the setting.

58

RUCKUS Virtual SmartZone Data Plane Configuration Guide
Part Number: 800-72209-001 Rev |



Creating Network Segmentation Profile on the vSZ Controller

FIGURE 41 Setup Access Switches

@ setup Access Switches

Uplink Port: 1 VLAN ID: Apply to all
Web Auth P

Header: Welcome 1o Ruckus Wireles

Title: | Web Authe Password Label:  Password Button Text: Log
Footer:
Q %
ICXT150-48 Switch [$0:3A...  1CXT150-48 [SUCCESS] CX7550-24ZP Router [34...  1/1/1 10
-
Back Next Cancel

Complete the following fields:

- You can choose multiple switches as access switches, administrator can unify the Web Auth Page settings by clicking the Apply
to all. The access switch will share the same configurations instead of configuring each switch manually.

10. Click Next.

11. Verify the data in the Review Page.
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From the table, select the network segmentation profile to view the profile settings details.

60

FIGURE 42 Review Page

12. Click OK.
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FIGURE 43 Network Segmentation Profile Settings

Creating Network Segmentation Profile on the vSZ Controller

=
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Status Comeleted

Operstion Result

Data Plane

WLANs

Distribution Switches

Access Switches

Functions of switches are as follows:

Access Switch provide Web Authentication Service and handles VLAN service.

Distribution Switch handles VNI/VLAN mapping and forward the traffic to Data Plane.

The data plane handles VNI and DHCP/NAT services.

When Switch Client access the internet by browser, most packets come back from gateway to the Data Plane. The Data Plane must add

VXLAN header and then forward to the Distribution Switch.

NOTE

NOTE

The maximum packet length between Distribution Switch and Data Plane is 1564 (1514 general +50 VXLAN header)

You can also edit and delete Network Segmentation Profiles by selecting the options Configure and Delete respectively, from the

Network Segmentation Profiles window.
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Hardware Requirements

e Important Notes About Hardware Requirements
e  Supported Modes of Operation..........ccceeuvvveeennn

vSZ-D supports auto scaling, which means the number of CPU cores can be expanded without needing a software update. RUCKUS has tested from

three to six CPU core allocations for the vSZ-D.

NOTE

The minimum memory and CPU requirements for vSZ have changed in this release. You may need to upgrade your infrastructure before
upgrading. Please read carefully. This is the minimum requirement recommended. Refer to the Release Notes or the vSZ Getting Started

Guide.

The following table lists the minimum hardware requirements recommended for running an instance of vSZ-D.

TABLE 4 vSZ-D hardware requirements

Hypervisor support required by Management Interface VMWare ESXi 6.7 and later OR KVM (CentOS 7.4 64bit)
Processor Intel Xeon E55xx and above. Recent Intel E5-2xxx chips are recommended
CPU cores . Minimum 3 to 6 cores per instance dedicated for data plane
processing.
° DirectlO mode for best data plane performance.
NOTE
Actual throughput numbers will vary depending on
infrastructure and traffic type.
. vSwitch mode for flexibility
Memory Minimum 6 Gb memory per instance
Disk space 10GB per instance
Ethernet interfaces 2
NICs that support Intel DPDK requiredby Data Interface . Intel NICs igb, ixgbe, i40en
. 1350
. 82599, 82599EB, 82599ES, X520, X710, XL710

Important Notes About Hardware Requirements

e If you change the number of CPU cores, you must reboot vSZ-D for the changes to take effect.

o  The first core is always shared between Linux and NPE. Other cores are dedicated to NPE.

e  vSZ-D requires two interfaces and these interfaces must be deployed on different subnets.

o The management interface of the vSZ-D can be any model as long as the NIC is supported by the hypervisor.

e The data interface needs to be Intel DPDK based.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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Supported Modes of Operation

vSZ-D supports two modes of operation: direct 10 mode and vSwitch mode.

For best performance, RUCKUS recommends using the direct 10 mode. SR-IOV mode is unsupported. Refer to the table below for mode of operation

NOTE
NICs assigned to direct 10 cannot be shared. Moreover, VMware features such as vMotion, DRS, and HA are unsupported.

The hardware configuration for a single vSZ-D instance specified in the guide will scale to handle 10K tunnels (10K APs) and up to 10Gbps of
throughput (unencrypted) with appropriate underlying Intel NIC cards (10G interfaces) in directlO mode of operation. This aligns with the number
of RUCKUS AP that a vSZ controller supports. Refer to the dimensioning table below.

TABLE 5 Hardware Dimensioning

1 1 10000 10000 10 Gbps It is recommended to
have 10G NICS on the
vSZ-D considering the
high number of RUCKUS

APs.
1 2 10000 5000 (10K maximum in 10 Gbps Tunnels are load-
case of failover) balanced towards the

vSZ-D by the vSZ. This is
useful when data plane
redundancy is required.
It is recommended to
have 10G NICS on the
vSZ-D considering the
high number of RUCKUS
APs.

2 2 10000 5000 (10K maximum) 10 Gbps Tunnels are load-
balanced towards the
vSZ-D by the vSZ. Each
vSZ-Dmim tunnels.

2 4 10000 2500 (10K maximum) 10 Gbps Tunnels are load-
balanced towards the
vSZ-D by the vSZ. Each
vSZ-D instance can
handle 10K maximim
tunnels.

3 6 20000 3300 (10K maximum) 10 Gbps Tunnels are load-
balanced towards the
vSZ-D by the vSZ. Each
vSZ-D instance can
handle 10K maximim
tunnels.

4 8 30000 3750 (10K maximum) 10 Gbps Tunnels are load-
balanced towards the
vSZ-D by the vSZ. Each
vSZ-D instance can
handle 10K maximim
tunnels.
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TABLE 6 Mode of Operation - Intel NIC-10 G

Vmware (DirectlO) 3 6 10 1000 17.6 Gbps 1400
Vmware (DirectlO) 6* 6 10 10000 6.3 Gbps Random
Vmware (DirectlO) 3 6 10 10000 4.5 Gbps Random

TABLE 7 Mode of Operation - Intel NIC-40 G

Vmware (DirectlO) 8 6 10 10000 45.8 Gbps 1400

NOTE
Refer to the Data Plane Performance Recommendations on page 129 chapter for encryption and vSwitch impacts.

NOTE
* vSZ-D needs to increase the CPUs to 6 for sustaining the 10GB line rate in random-byte traffic when the encryption is enabled.
Encrypted requires 6 cores and unencrypted requires 3 cores
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Network Mode
vSwitch Mode Direct IO Mode

| [ Vitual Machine B
Ao | ADP

—3— | |, - =Y

| Guest OS

=

Device C Driver | | Buffer

o o | §
(Intel VT-/AMD IOMMU)
Ny N N (& W &
Device A Device 8 Device C Device A Device B Device C
\_ Server Hardware % Server Hardware “J

Normal I/O Virtualization VMDirectPath /O Virtualization

The figure below depicts a sample configuration in DirectlO mode. This is the recommended deployment model for the vSZ-D for best performance
benefits. In this setup, cores as well as the NICs are dedicated to the vSZ-D VM only for best performance.

NOTE
In this setup, the vSZ-D data plane interfaces directly with the DPDK NIC, completely bypassing the vSwitch

vSZ-D with Directl/O

NOTE
The figure below depicts multiple virtual data plane instances for reference purposes only.

It also depicts a vSZ controller instance running as a separate VM. These VMs can be running on the same underlying host or potentially different
hosts.
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v5Z-0 {206) vsZ-D {2G)
with with V&7
two 10G ports two 1G ports VM(s)
YM-1 V-2
Virtualized Guests
Hypervisar V-Switch
Host
10 10:G 1-G 16 mer ports
v5 20 with Direct /O
[best performance)
vSZ-D with Hypervisor vSwitch Installed
The figure below depicts a sample setup via the vSwitch.
NOTE
The figure below depicts multiple virtual data plane instances for reference. It also depicts a vSZ controller instance running as a separate
VM.
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Virtualized Guests il

path

Hypervisor V-Switch

ports

vSZ-D with Hypervisor V-Switch installed

vSZ-D and vSZ with Hypervisor vSwitch Installed

The figure below depicts an architecture where vSZ and vSZ-D are running on the same underlying host.

Virtualized Guests

Highsped
Comm uni tion pth

Hypervisor V-Switch

Host

vSZ-D and vSZ with Hypervisor V-Switch installed

RUCKUS Virtual SmartZone Data Plane Configuration Guide
68 Part Number: 800-72209-001 Rev |



Recommended NICs and Operation Modes

The following table lists the modes of operation and network interface cards (NICs) that have been tested by RUCKUS. Other NICs that support Intel

DPDK architectures may or may not work.

TABLE 8 Recommended NICs and operation modes

Control / management vSwitch E1000 1350
Broadcom BCM5720
Data Direct 10 1GB igh 1350
10GB ixgbe 82599EB
82599
82599ES
X520
i40en X710
40GB i40en XL710
vSwitch VMware VMXNET3/virtlO
KVM Virtio
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Hypervisor Configuration
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This section covers hypervisor-specific configurations that Ruckus recommends and other settings that you may need to fine tune.

Supported Hypervisors

Unlike the vSZ controller, vSZ-D can only be installed on specific versions of VMware and KVM.

The tables below list the hypervisors and versions on which vSZ and vSZ-D can and cannot be installed.

TABLE 9 vSZ and vSZ-D supported hypervisors

VMware 5.1 Supported from 2.5
VMware 5.5 and later Supported from 3.0 Supported from 3.2
KVM CentOS 6.5 64-bit Supported from 2.5
KVM CentOS 7.0 64-bit Supported from 3.0 Supported from 3.2
Hyper-V Supported from 3.2
Azure Supported from 3.2
GCE Supported from 3.2

General Configuration

RUCKUS offers the following general configuration recommendations.

TABLE 10 General vSZ-D configuration recommendations

Recommended reserved memory Minimum 6144MB

Recommended number of CPU cores Minimum three CPU cores. For improved performance in a large-scale
deployment, allocate six CPU cores.

Configuration via DirectlO or through vSwitch To enable passthrough on NIC devices, configure DirectlO mode in ESXi in
Advanced Settings.

VMware Specific Configuration

If you are installing vSZ-D on VMware, read these VMware specific configuration recommendations from Ruckus.

o  Deploy vSZ-D on a machine where data and management interfaces are on different VLANs. They can still share the same physical
interface.
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vSZ-D-1

VRIS Mgl PO ORI
{7 POD1-Data @_
VLAN ID: All (4095)

VLAN ID: 30

Virtual Maching Hort (sroup
POD1 Management

3 virtual machine(s) | VLAN ID: 301
podlvzdl
podlvszhl
podlvszh2

I
+_

D a

=+

Virtual Machine Port Group
[ scg-200-setup
VLAN ID: 5

¢

Virtual Machine Port Group
.1 Management-Internal
=] | 7 virtual machine(s) | VLAN ID: 20
vSZ-D-1
ruckuslabl
vSZ-H-1
VMware vCenter Server Appliance
Dev-vSZ-E_35
2008 R2 Server
Dev-vSZ-H_3.5

*_

9900599 "® | P 9OY

-

Standard Switch: vSwitch2 Remove... Properties...
Virtual Machine Port Group Physical Adapters
L3 vSZ-DataPlane e —ea @ vmnic1 1000 Full E3
=] | 1 virtual machine(s) | VLAN ID: All (4095)

Standard Switch: vSwitch3 Remove,,. Properties,..
Virmual Machine Port Group Physical Adapters
{1 PODS Mgmnt -E —o B vmnic2 1000 Full 63

When deploying an instance of vSZ-D using an OVA file, you must assign the management and data interfaces to two different network

groups (vSwitch) on different subnets.
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Network Mapping

What networks should the deployed template use?

Hypervisor Configuration
VMware Specific Configuration

Source
OVF Template Details

End User License Agreement
Mame and Location

Disk Format
Hetwork Mapping
Ready to Complete

Map the netwarks used in this OVF template to netwarks in your inventory

Source Metworks | DestinationMetwoarks
WM Netwark WM Netwark

data-network [ Private TestBed

Description:

The data-network netwark

o  Select Accept to enable Promiscuous Mode, MAC Address Changes, and Forged Transmits in vSwitch Config.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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[FZT S uitch Properies g e 3w |

General Security |TraFﬁc shaping I NIC Teaming |

— Policy Exceptions

Promiscuous Mode: I.ﬁ.ccept
MAC Address Changes: I.ﬁ.ccept
Forged Transmits: IAccept

Ledledle

Ok

Cancel

Help

In vSwitch Config, enable VLAN ID for All.
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General | Security I Traffic Shaping I NIC Teaming |

Hypervisor Configuration

VMware Specific Configuration

Port Group Properties

Metwork Label: I'u'M wauid

VLAN ID {Optional): Im

oK

Cancel

Help

e  After the vSZ-D instance is ready, modify the number of CPU cores (if needed) before powering on vSZ-D.
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(&) vDP 740 - Virtual Machine Properties

Hardware |O|:|tior|s I Resources I

™ Show All Devices Add... | Remove |
Hardware | Summary |
Wl Memory 5144 MB

A crus 3 |
Video card Video card

= VYMCIdevice Restricted

@l SCSI controller 0 L=I Logic SAS

= Hard disk1 Wirtual Disk

BB} WNetwork adapterl WM Network

BB Network adapter2 Private Test Bed

Virtual Machine Version: 8
|3 vl
I] vl

Total number of cores: 3

Mumber of virtual sockets:

Mumber of cores per socket:

/& Changing the number of virtual CPUs after the quest
05 is installed might make your virtual machine
unstable.

The virtual CPU configuration specified on this page
might violate the license of the guest 05,

Help |

OK Cancel

For advanced CPU and memory resource configuration recommendations, refer to the vSphere Resource Management Guide, which is

available on the VMware website.

KVM Specific Configuration

If you are installing a KVM on VMware, read these KVM specific configuration recommendations from Ruckus.

Hypervisor Detail

You can view the details of the hypervisor.
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vSZ-D_KVM Virtual Machine

Hypervisor Configuration
KVM Specific Configuration

File Wirtval Machine WView 5SendKey

=1 =
— L

e Performance

Basic Detalls

Video Cirrus
Controller USB

AFINVE N

Controller IDE

P Machine Set

b Security

Add Hardware

13 Processar MHame: vaZ-D_KVM
Memary uuID: Afd89fdc-0F1¢-592a4-1066-62F7 Sed4a3scc
.0y BootOptions =ilE W Running
a \DE Disk 1 Description:
MIC :3c:8c:bd
MIC:10:92:39
I;. Mouse Hypervisor Details
\J Input Hypervisar: kvm
Display VNC architecture: xB6_ 64
Sound: ich& Emulator: fusr/bin/kvm-spice
Serial 1 Firmware: Default

Operating System
Hostname: unknown
Controller pei Product name: unknown

F Applications

tings

CPU Type

When selecting the CPU model, make sure you select one that is higher than Intel Core 2 Duo. On Linux, you can this information in /proc/

cpuinfo.
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File

vSZ-D_KVM Virtual Machine

- |®|

B overview

Performance

= Memory

=% Book Options

L} 1DEDisk 1
NIC:3c:8c:bd
NIC:1d:92:39

() Mouse

() Input

Bl Display vNC

ﬁ Sound: ich6

= Serial 1

Bl video Cirrus

m Controller USB

m Controller pci

m Controller IDE

Add Hardware

Virtual Machine

Send

CPUs

Logical host CPUs: 8

Current allocation:

Maximum allocation:

¥ Configuration

Model: |Haswell

13

4 =

4 -

v

Copy host CPU configuration

P CPU Features
» Topology

P Pinning

Copy localhost CPU configuration as the CPU info for VM host

Memory Allocation

You must allocate a minimum of 6G (6144 MByte) memory for vSZ-D.
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vSZ-D_KVM Virtual Machine

File Wirtual Machine

=0 re -

! overview Memory

Performance Total host memaory: 32055 MB

L-i Processor Current allocation: | 6144 . MB

== Memory ) 0 ) .
Boot Options Maximum allocation: [6144 MB
IDE Disk 1

——
MIC:3c:8c:hd
MIC:1d:92:39

()] Mouse

L) Input

B Display vNC
i Sound: ichg
&y Serial 1

B video cirrus
! Caontraller USB

B8 controller pei
B8 controller IDE

Add Hardware

Disk Configuration

Ruckus recommends using Virtio as the disk bus and qcow? as the storage format.
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vSZ-D_KVM Virtual Machine

File Virtual Machine View Send Key

- e -
g Overview Virtual Disk
Performance Target device: IDE Disk 1
{:} Processor Source path: /home/ruckus/vSZ-D image/vdp-3.2.0.0.577.qcow2
== Memory Storage size: 1.19 GB
~i5 Boot Options Readonly: [
. IDE Disk 1 Shareable: [ ]
NIC :3c:8c:bd .
¥ Advanced options
NIC:1d:92:39 . .
- Disk bus: | Virtio =
() Mouse
o Serial number:
i_J Input
! Display VNC Storage formakt: |qcow2 |
ﬁ sound: iché b Performance options
&= serial1 > 10 Tuning
! Video Cirrus @ Tip: 'source’ refers to information seen from the host OS,
m Controller USB while 'target’ refers to information seen from the guest 0OS

Controller IDE

m Controller pci
ac

Add Hardware Remove Cancel Apply
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vSZ-D_KVM Virtual Machine

File Virtual Machine View SendKey

=g W@-

2 ool Virtual Network Interface
Performance . .
Source device: | Host device eth1: macvtap
i:} Processor
2 Memory Device model: | virtio =
}{vp Boot Options MAC address: 52:54:00:1d:92:39
_ IDE Disk 1 Source mode: | Passthrough 2
NIC :3c:8c:bd
13 NIC:1d:92:39 > Virtual port
[:) Mouse
L:J Input

Bl Display vNC
ﬁ Sound: ich6
2= serial 1

Bl video Cirrus
MF Controller USB

MF Controller pci
st

Controller IDE

o
m

Add Hardware Remove
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NIC Configuration in Direct 10 Mode

NOTE

Only the data interface needs to be configured to direct PCI passthrough. The management interface should always be configured to
€1000 as the NIC driver.

Before adding a PCl device to the KVM, you need to complete the following steps:

1. Enable VT-d (for Intel processors) in the motherboard BIOS. Intel's VT-d ("Intel Virtualization Technology for Directed I/0") is
available on most i7 family processors.

2. Add kernel boot parameters via GRUB to enable IOMMU (see figure below). To enable IOMMU in the kernel of Intel processors,
pass intel_iommu=on boot parameter on Linux. For more information, read this tutorial.

3. After configuring the boot parameter, reset the computer.
You can add kernel boot parameters during boot time.
e  For Debian or Ubuntu:
a. Edit GRUB config template at /etc/default/grub.
b. Add a kernel parameter as "name=value" in GRUB_CMDLINE_LINUX_DEFAULT variable.
$ sudo -e /etc/default/grub

GRUB_CMDLINE LINUX DEFAULT="...... intel iommu=on"

c.  Then run the following command to generate the GRUB config file.
$ sudo update-grub
If the command "update-grub" is not found, you can install it as follows:

$ sudo apt-get install grub2-common
e  For Fedora
a. Edit GRUB config template at /etc/default/grub.
b. Add a kernel parameter as "name=value" in GRUB_CMDLINE_LINUX variable.
$ sudo -e /etc/default/grub

GRUB_CMDLINE LINUX="...... intel iommu=on"

c.  Then run the following command to generate the GRUB config file.

$ sudo grub2-mkconfig -o /boot/grub2/grub.cfg

e  For CentOS
a. Edit GRUB config template at /boot/grub/grub.conf.

b. Inthe config file, look for the entry "default=N" at the top of the config file indicates which entry is the default image.
On the next line, add a kernel parameter as "name=value" in kernel /vmlinuz- variable.

kernel /vmlinuz-"...... intel iommu=on"

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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a8 ' devibcentos:~
grub.conf generated by anaconda
u do not ta rFEfuU Ffub after m ng .:h._m[::. ta thiz file
partitio Thi

nitrd paths are re

v_root

#
#
L
#
®
B
#
®
K
d
|

Ll
splashima

rnel=auto

NOTE
Configure only two ports for vSZ-D/.

For the management interface, use the following settings:
e  Device model: 1000

e  Source mode: Either Bridge or Passthrough if you are using macvtap for the device type.
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vSZ-D_KVM Virtual Machine

Virtual Machine

B overview
Performance

{::} Processor
= Memory

wu3: Boot Options
| IDE Disk 1

13 NIC:3c:8c:bd

NIC:1d:92:39

)

| Mouse

L/ Input

Display VNC
ﬁ Sound: iché
= Serial 1

Bl video Cirrus
Controller USB
Controller pci
Controller IDE

I:. (

R

Add Hardware

Send

Virtual Network Interface

Source device:

Host device eth2 : macvtap =

Device model:

1000

-

MAC address

: 52:54:00:3c:8c:bd

Source mode:

Passthrough 2

» Virtual port

Remove

Cancel Apply

For the data interface, use the following settings:

e Device model: e1000

e  Source mode: Passthrough if you are using macvtap for the device type. Only the passthrough mode can allow UE traffic to pass through

the VM NIC.
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vSZ-D_KVM Virtual Machine

File Virtual Machine

Hypervisor Configuration
KVM Specific Configuration

Bl Display vNC
ﬁ Sound: ich6
= Serial 1

Bl video Cirrus
m Controller USB

m Controller pci
ac

Controller IDE

Add Hardware

| | .
=@ @ -
g Overview Virtual Network Interface
Performance . .
Source device: | Host device eth1: macvtap =

i:} Processor
== Memory Device model: | virtio =
=% Book Options MAC address: 52:54:00:1d:92:39
_, IDE Disk 1 Source mode: | Passthrough 2

NIC :3c:8c:bd
1 NIC:1d:92:39 > virtual port
() Mouse
() Input

Remove

Adding a PCI Device to a VM on Virt-Manager

To assign a PCl device to a guest VM on virt-manager. :

1. From the VNC Viewer and click Add Hardware

> PCI Host Device.

2. Choose a PCl device to assign from the PCl device list, and click Finish.
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e Wirtual Storage .
_ - gk PClI Device
- . etwor
=0 > d-, - —
< Input Please indicate what physical device
- i to connect to the virtual machine.
= Overview -] Gmp;m 2. Select "PCl Host Devi
Soun . Select "PCl Host Device”™
n Performdnte fl ) l Host D r
{j Processor =& Seria 0pA03:0 Xeon E3-1200 v3/4th Gen Core Processor HD Audio Controller -
o
&= Memory < Parallel 0:14:0 8 Series/C220 Series Chipset Family USB xHC|
k. Boot Options | channel 00:16:0 8 Series/C220 Series Chipset Family MEI Controller #1
e sk 00:16:3 8 Series/C220 Series Chipset Family KT Controller
— Virtia Disk 1 PClHest Device 00:1A:0 B Series/C220 Series Chipset Family USB EHCI #2
NIC :b3:08:51 VIHEY 00:1B:0 8 Series/C220 Series Chipset High Definition Audio Controller
L]
w Mouse E_ 'l.-'.lIaI:chl:lag 00;1C;0 & Series/C220 Series Chipset Family PCI Express Rook Port #1
o/ Input B Filesystem 00:1€:2 8 Series/C220 Series Chipset Family PCI Express Rook Port #3
B Display VNC & Smarkard 00:1C:3 82801 PCI Bridge
W Sound:iche @ s Redirection 00:1C:4 8 Serles/C220 Series Chipset Family PCI Express Root Port #5
2 serial 00:10:0 B Series/C220 Series Chipset Family USB EHCI #1
E PC1 0000:01:00.0 00;1F:0 HET Express LPC Controller
B video Cirrus 00:1F:2 8 Series/C220 Series Ch?pset Fam?ly’ 6-pork SATA Controller 1 [AHCI mode]
_ 00:1F:3 8 Series/C220 Series Chipset Family SMBus Controller
H Controller USB — -
H controll ) 01:00:0 Interface eth1 (82574L Gigabit Network Connection) |
ontroller pc
pet 03:00:0 Interface eth (RTLB111/8168/8411 PCI Express Gigabit Ethernet Controller)
| 04:00:0 82801 PCI Bridge 3. Select the Intel NIC card as PCI pass throug device
06:00:0 Interface eth2 (82574L Gigabit Network Connection)
|
Cancel Finish
|
Add Hardware 1. Click "Add Hardware" button Cance Apply

3. Power on the guest and the host PCI device would be visible in the guest VM.

NIC Card Setting

You must use only two ports.

KVM w/ vSwitch 1000 virtio
KVM w/ pci passthrough 1000 1G: igh
10G:ixgbe
VMware w/ vSwitch €1000 VMXNET3
€1000e
VMware w/ pci passthrough 1000 1G:igb
e1000e 10G:ixgbe
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Deploy vSZ-D with 40GB NIC on ESXi Server

Deploy vSZ-D with 40GB NIC on ESXi Server

Hardware Requirement and Prerequisite
The following are the hardware and prerequisite for deploying vSZ-D on ESXi 6.7
Hardware Requirement
1. DELL Inc. PowerEdge R530
2. ESXi Server License 6.7
3. Broadcom NetXtreme BCM5720 Gigabit Ethernet NIC
4. Intel Ethernet XL710 for 40GbE QSFP+
5. CPU minimum 4 cores
6. vSphere ESXi Server 6.7 or later
7. lor2vNICs
8. 8 GB memory
9. 128 GB Hard disk
Prerequisite
e A hypervisor on ESXi to install vSZ-D. Recommended version is ESXi 6.7 and later.
e Download the vSZ-D package (.OVA file) from Ruckus support .
o  The IP addresses, netmask, gateway, DNS, DHCP and NAT support for vSZ-D.
e  Before you power on vSZ-D, ensure that the networking is configured on ESXi.
e Recommended to use static network addresses that are assigned to vSZ-D during setup.

NOTE
Due to different servers and NIC, the deployment procedure mentioned in this section is for reference.

Topology
The network topologies for vSZ-D deployment on ESXi 6.7 server.

The following are basic topologies for setting up vSZ-D. Based on your requirement you can choose any of the alternatives between one IP domain
to three separate domains for deployment.

The below topology shows the different IP addresses for the domains.
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FIGURE 44 Three different IP addresses setup

.

> =

Cluster Control

/

anagement————— > "

Ruckus vSZ

ESXi 5.5 and later

,/'-- Tg—
_~Control
Management Cluster ( 10.10.0.0/16 )
172.17.65.0/24 192.168.2.0/24 \ APs , DHCP , NAT <
&k [ F AL .:'f».:f, a
w‘:‘_

/‘1—)

Management

O

ESXi 5.5 and later

Ruckus vDP
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FIGURE 45 Two different domain IP addresses setup

10.10.0.0/16
Management / Cluster / Control |/ L3 Router {0 "DHCP , NAT

172.17.65.0/24 —
L DD

wll
ON zry a0
\":i@ mm&u - $"‘.— t

~ .. <—Managemen

Management / Cluster / Control

|

- '.:

Ruckus vSZ Ruckus vDP

O

ESXi 5.5 and later ESXi 5.5 and later

The below topology shows the same IP addresses for the all the interfaces.
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FIGURE 46 The same IP addresses setup

Management / Cluster / Control / Data
10.10.0.0/16
APs , DHCP , NAT

Data

Ruckus vSZ Ruckus vDP

O

ESXi 5.5 and later ESXi 5.5 and later

Deployment Procedure
The following are basic instructions for setting up the controller on the ESXi server.

VMware ESXi 6.7 is installed and working.
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For this deployment two different IP address domains are considered for controller interfaces. Refer to Topology on page 87

1. Login to the server through vSphere client tool as seen below.

FIGURE 47 Login to vSphere

vmware

VMware vSphere
Client

L Al vsphere features introduced in vSphere 5.5 and beyond are avaiable
" only through the vSphere Web Client. The traditional vSphere Client wil
continue to operate, supporting the same feature set as vSphere 5.0.

To directhy manage a single host, enter the IP address or host
name.

To manage multiple hosts, enter the IP address or name of a
vCenter Server.

IP address / Name: |172.17.65.43

User name: |root

Password: I*********|

™ Use Windows session credentials

Login I

The vSphere Client management page appears as shown in the following figure.
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FIGURE 48 vSphere Client management page

172176541 - viphers Cher
Fle Edil View lwentory Administration Flugeins Help
B B o vome v ovetory #0 dwentory

& o

Baic Tasks
B Creane a sew virtual maching

Hamsa, Target or Ststun comdamn +

Compieted Time

Ricent Tasks
Detals Tritiated by | eguested Stat i |Gt Tane

2. Navigate to Configuration > Advanced Settings > Edit.

The DirectPath 1/0 Configuration page appears.

[RSETES  Configuration

Events  Prrmissons

Lsers

Wirtual Hﬂrl!:-s ( Reesowro: Alkecaton

Summiry

Hardware DirectPath 1/0 Configuration
Heakh Status 4 Wwaming: Comfigurng host hardwara without spacal virtuakzston features for virtual machine passthrough wil make & unavalable for use except via dedcating K to a sngle virtual machine. In partcular,
PrOCESSOMS canfiquring a device nesded for narmal host B0t or opesation can make nommal host boot Inpossible and may requive signifcant efort to undo, See the onine help for mare nformation.
Mesriary
Storage
Hetworking Each Isted device & avalable for direct access by the virtual machines on this host.
Storage Adapters Hide Delals  Refresh  Edila.,
Network Adapters

Advanced Settings
Poweer Management

- 0000:04:00.0 | Inte! Corporation Ethernet Controller ¥LF10 for S0G0E QSHP+
F2 00D0:04:00.1 | Irtel Carporation Ethemet Contralles ¥LT10 for 4DGRE QSFP+

3. Select XL710 40GbE QSFP+ ports and reboot vSphere server.
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4. Download the controller (.ova file) from Ruckus support .

NOTE
You must deploy the controller directly from the .ova file. Copying an instance of the controller from another controller
template might not function properly.

FIGURE 49 Deploy the file

(&) Deploy OVF Template =En X

Source I
Select the source location. I

Source
OVF Template Details
Name and Location
Disk Format
Ready to Complete
Deploy from a fie or URL

|D:\Brocade Report\vDP\vdp-5.0.0.0.372.0va j Browse,

Enter a URL to download and install the OVF package from the Internet, or specify a location accessible from your
computer, such as a local hard drive, a network share, or a CD/DVD drive.

< Back Next = Cancel

5. Click Browse, to select the source location and upload the .ova file.

6. Click Next.
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7. Enter the vSZ datastore name and choose the disk format as seen below.

FIGURE 50 Choose the disk format

(&) Deploy OVF Template

=aen X

Disk Format

Source ) Datastore:
OVF Template Details

End User License Aareel  yajiable space (GB):
Name and Location
Disk Format
Network Mapping
Ready to Complete

" Thin Provision

4 1 2

In which format do you want to store the virtual disks?

datastorel

& Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed

< Back

| Next > | Cancel

8. Click Next.
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9. From the controller, right-click the VM and select Edit Settings.

File Edit View Inventory Administration Plug-ins Help

8 B .F_-“h Home P g5 Inventory P Inventory
By e e GDR 2D @

40q_setup_vdp_5_569

B ttg_vdp 5
W] l:tg_\rﬂh_ﬁ

Power
Guest
Snapshot

Open Console

Edit Settings...

Add Permission.. Ctrl+P
Report Performance...
Fename

Open in New Window... Ctrl+Alt+N

Remove from Inventory
Delete from Disk

The Virtual Machine Properties dialog opens.
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10. Select the destination network for each network source and click Add as shown in the following image.

1l

[ Handware Summary

[ Memaory 144 M

d Mk ]

B video card video caed - =
= VMO device Deprecabed

O SCSI controlier & L] Lo SAS

= Hand disk 1 virtual Desk

BB hetvacrk adapher 1 WM Mtk

PO device O Irted Corpeention E

11. For 40Gb throughput performance, select total number of CPU cores to 8.

@ 40g_setup_vdp_5_569 - Virtual Machine Properties
Hardware | Options | Resources | virtual Machine Version: 8
Number of virtual kets:
[ Show Al Devices Add... ‘ : | Hmber of virtualsoc CIET
Number of cores per socket: |1 -
Hardware | Summary |
= Memory 5144 MB Total number of cores: 8
CPUS 8 | &, Changing the number of virtual CPUs after the guest OS
Video card Video card is installed might make your virtual machine unstable.
= VMCI device Deprecated
SCSI controller 0 LSI Logic SAS
© Hard disk 1 Virtu IgD' ok The virtual CPU configuration specified on this page
& hadas irtual bi might violate the license of the guest OS.
B Network adapter 1 VM Network
= PCI device 0 Intel Corporation E...
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12. Select 6GB memory size.
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(@ 40g_setup_vdp_5_569 - Virtual Machine Properties =hl=)
Hardware | options | Resources | Virtual Machine Version: 8
Memory Configuration
I sShow Al Devices Add...
1011 GB | 6=

Hardware Summary Memory Size:

mE Memory 6144 MB 212 GB

[ S ] Maximum recommended for

B video card video card 256 GB _‘ « best performance: 1963588

= VMCI device Deprecated 178 ca i

& SCSI controller 0 LSI Logic SAS Maximum recommended for

&= Hard disk 1 Virtual Disk =4 GE = - ths

B network adapter 1 WM Metwork guest 05: 64 GB.

)= PCIdevicz 0 Intel Corporation E... 32 GB Default recommended for this

. 4 guest 05: 512 MB.

13. Click OK to start the deployment.

14. The deployment progress is displayed. On successful deployment, by default the controller now supports two network interfaces for

management and data.

vSZ-D/SZ100-D/SZ144-D Connect to vSZ Using CLI
Follow the below procedures for vSZ-D/SZ100-D/SZ144-D to connect to vSZ.

Open a CLI console window to run the deployed vSZ-D/SZ100-D/SZ144-D.
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FIGURE 51 Run vSZ-D/SZ100-D/SZ144-D on the console

(«) vDP-Example on ESXi-IP43.video54.local
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File View VM

il

init(12)
init(13)
init(14)
init(15)
init(16)
init(17)
init(18)
init(19)
init(2a)
init(Z1)
init(Z2)
init(Z3)
init(24)
init(25)
init(Zo)
init(27)
init(Z8)
init(29)
init(3A)
init(31)
init(32)
init(33)
init(34)
init(35)

P 9@ @ BB

gtp_rbuff (8 MB) @ Bx7f3423aB080648. ..
ging(8 MB) @ Bx7f3424Z280688. ..

arp(l6 MB) @ Bx7f3424a880888. . .

fdb(1lb6 MB) @ Bx7f34Z25aBdBB6A. ..
ue_shm_thl(516 MB) B Ax?f34Z6aHBAHA. . .
ap_table(2 MB) @ Bx7f3446eB0888. ..
zone_conf_thl(Z2 MB) @ Bx?f34470886688 . ..
fud _conf_tbl(Z2 MB) @ Bx?f34472860688. ..
ntp_conf_thl(Z MB) @ Bx7f3447480868 . ..
wlan_conf_thl(2A MB) @ Bx?f3447600HEA. ..
ue_rhbuff_thl(8 MB) @ Ax?f3448aHBAAA. . .
tun_gw_table(2 MB) B Bx?f34492808664. ..
wispr_conf_tbl(Z MB) @ Bx7f344946860668. ..
dhcp_stats_tbl(Z MB) @ Bx7f3449680888 . . .
dlog_rbuff_tbl(16 MB) @ Bx7f3449808808. ..
nts_conf_thl(Z MB) B Ax?f344a8068A64. ..
tenant_conf_thl(Z MB) 0@ Bx7?f344aaB8888. . .
Inx_sysinfo_conf_tbl(2 MB) @ Bx7f344acBBBEBA. ..
ap_hash_tbl(8 MB) @ Bx7f344acBBB6A6. ..
datacore_cmd(4 MB) @ Ax?f344b6oHBAAAA. . .
pmipfwd(4 MB) @ Bx7f344baBBAAA. ..
tpwlan(ZB8 MB) @ Bx7f344beBBAAA. . .
routes_ve(Z2 MB) @ Bx7f3444Z2068888. ..
dscp_conf_tbhl(16 MB) @ Bx7f344d4686668. ..

1. At the login prompt, login using administrator credentials of username and password. At the > prompt, enter the enable (en) command

and the admin password to change the mode to Privileged-exec mode.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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FIGURE 52 Login and Privileged mode

_,J vDP-Example on ESXi-IP43.video54.local | = -5 -

File Wiew VM
0o & & &G B ?

URIR IR R R R R R R
i Welcome to w3Z-D #
B g hi it bbb Rt iR gd]
SZ-D login: admin
Fassword:
elcome to the RUCKUS WIRELESS w3Z-D Command Line Interface
SZ-D> enable
Password:
SZ-D# _

2. Run the setup command to configure the IP address for management and data interface. It is recommended to add a new host if you have
multiple hosts for various configurations

FIGURE 53 Execute the setup command

SZ-Dit =etup

PR R SRR
tart vSZ-D setup process:
HERENHA e NSNS NN R E Y

o you want to modify the wSZ-D hostname ([v3Z-D1)7 (yrsnl:iy
lease enter the new hostname ([a-zA-ZB-9-1) for the vSZ-D(0riginal hostname:[v3
-D1):vDP-Example
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3. Choose the IP address setup (IPv4 only or IPv4 and IPv6) for Management and Data interface by either selecting manual or DHCP. On
defining the IP setup the process of vSZ-D/SZ100-D/SZ144-D connecting to vSZ controller starts.

FIGURE 54 Management interface

IP address setup for Management interface

1. MANUAL
. DHCP

Belect IP configuration (1-2):1
IP Address:100.102.20.100
etmask:255.255.255.0
Gateway:100.102.20.1

anagement Interface:

IP Address : 100.102.20.100
etmask : 255.255.255.0
Gateway 100,102 .20.1

Do you want to apply this network configuration? (y-n):y

FIGURE 55 Data interface

IP address =setup for Data interface

1. MANUAL
2. DHCP

Belect IP configuration (1.2):1
IP Address:100.102.40.100
etmask:255.255.255.0
Gateway:100.102.40.1

Data Interface:

IP Address : 100.102.40.100
etmask : 255.255.255.0
Gateway : 100,102 .409.1

Do you want to apply this network configuration? (y-n):y

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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4. Enter the DNS setting and select Enter to skip the NAT IP setting.

FIGURE 56 DNS setting

rimary DNS:8.8.8.8
econdary DN5:8.8.4.4
pply networking configuration

ave network configuration *
ata Interface external NAT IP:_

5. Enter vSZ control interface IP address. Follow the set of sequences as seen below for the vSZ-D/SZ100-D/SZ144-D to connect to vSZ
controller. This changes the mode for vSZ-D/SZ100-D/SZ144-D as well as for vSZ.

FIGURE 57 vSZ control IP address

lease input v3Z Control address:18.18.234.1

0 you want to connect vSZ (address:18.18.234.1) (yrsnd:y
pply wiZ address

ave viZ address

FIGURE 58 Connecting to vSZ

lease enter the new password for the local user "admin”
hanging password for user admin.

Ew password:

etype new password:

asswd: all awuthentication tokens updated successfully.

lease enter CLI enable password that provides advance command
ew password:

etype:

LI enable password saved.

etup v3Z-D Done t?

xit setup.
DP-Example#t

6. Exit from CLI console.
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7. To view and approve the vSZ-D/SZ100-D/SZ144-D, login to the web interface. Navigate to Clusters > Data planes. Select the vSZ-D/5Z100-
D/SZ144-D and click on Approve. On approval the status is greyed.

FIGURE 59 Approve the vSZ-D/SZ100-D/SZ144-D

Data Planes
+ Approve | [ Delete search table | Q 5]
Approve the data plane
Name « DPT,,. RN, (-1 Data IP Management/Co Model Serial Number Firmware Managt o
vDP-Example External-Virt..  00:0C:29:81:D1:46 10.10.239.235 172.17.65.235 VvSZ-D 972M3WP03B...  5.0.0.0.372 VSZ-EX:
FIGURE 60 Approved status
Data Planes
search table | Q S
nagement/Co  Model Serial Humber Firmware Managed By DP Status Registration State Uptime Last Seen On &
.17.65.235 vSZ-D 972M3WP03B...  5.0.0.0.372 vSZ-EXample Managed Approved 27m 37s 2018/02/...

You have successfully added the vSZ-D/SZ100-D/SZ144-D image to the vSZ controller.

NOTE
Once the vSZ-D is registered and managed by the vSZ controller, the CLI login credentials will be the same as the vSZ
superadmin. The CLI enable password remains the admin password set during vSZ-D configuration.

Deploy vSZ-D with 40GB NIC on Linux Server

Deploy vSZ-D with 40GB NIC on Linux Server

Hardware Requirement and Prerequisite
The following are the hardware and prerequisite for deploying vSZ-D on LINUX CentOS 7.
Hardware Requirement

1. DELL Inc. PowerEdge R320

2. Linux CentOS 7

3. Broadcom NetXtreme BCM5720 Gigabit Ethernet 2 Ports

4. Intel Ethernet 10G 2P X520

Prerequisite
e  AlLinux host enabled KVM which to install vSZ-D VM. Prefer CentOS 7 and later.

o Download the vSZ-D package (.qcow?2 file) from Ruckus support .

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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o  The IP addresses, netmask, gateway, DNS, DHCP and NAT support for vSZ-D.

e  Two network interfaces to support vSZ-D.

e  Before you power on vSZ-D, ensure that the networking is configured on LINUX.

e Recommended to use static network addresses that are assigned to vSZ-D during setup.

e  Using CentOS 7, install KVM package with the yum command.

root@localhost ruckusvncl# yum -y install gemu-kvm gemu-img virt-manager virt-viewer virt-install
libvirt libvirt-phthon libvirt-client

e  Ensure KVM is active and running the following command

[root@localhost ruckusvnc]# systemctl status libvirtd

e  Edit the following commands and file.

sudo yum install grub2-common

gedit /etc/default/grub

GRUB_TIMEOUT=5

GRUB_DISTRIBUTOR="$ (sed 's, release .*$,,g' /etc/system-release)"

GRUB DEFAULT=saved

GRUB_DISABLE SUBMENU=true

GRUB_TERMINAL OUTPUT="console"

GRUB_CMDLINE LINUX="crashkernel=auto rd.lvm.lv=centos/root rd.lvm.lv=centos/swap rhgb quiet
intel iommu=on"

GRUB_DISABLE RECOVERY="true"

sudo grub2-mkconfig -o /boot/grub2/grub.cfg
®  Reboot Linux host.

NOTE
Due to different servers and NIC, the deployment procedure mentioned in this section is for reference.

Topology
The network topologies for vSZ-D deployment on LINUX CentOS 7.

The following are basic topologies for setting up vSZ-D. Based on your requirement you can choose any of the alternatives between one IP domain
to three separate domains for deployment.

The below topology shows the different IP addresses for the domains.
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FIGURE 61 Three different IP addresses setup

e gy
7 ) o contol
(s, Cluster ( 10100018
N 1721765024 4 192.168.2.0124 " APs.DHCP,NAT
(Olw ) (@ @24 D—
— \‘\.g'- = -'
Y
1 i,
Cluster Conté* \

Management

Management:

Ruckus v5Z Ruckus vDP

/
>
O O

Linux host with K\vVM Linux host with K\VM
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FIGURE 62 Two different domain IP addresses setup
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o S @
/,.----"' \f‘"*uk"j* A
i \ i 10.10.0.0M16
[ Management/ Cluster/ Control | L3 Router APs DHCP . NAT
b 172.17.65.0/24 £ - ' :

N @& X!
Oiwyry S'E"t

.__\.

3
B

y
N 2
L@i—hﬂanagtmm

Management / Cluster / Contreal

wﬂ%
(¥

Ruckus vSZ

Linux host with K\VM

==

Data

n%‘—’

Ruckus vDP

O

Linux host with KvVM

The below topology shows the same IP addresses for the all the interfaces.
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FIGURE 63 The same IP addresses setup

= —

///-- H"“-HH___ —

Management / Cluster / Control / Data
10.10.0.0 /16
- APs , DHCP , NAT *-,

4(—)-

o
- H‘ tj] m ﬁo m 7

Data

Ruckus vSZ Ruckus vDP

O

Linux host with KVM Linux host with K\VM

Deployment Procedure
The following are basic instructions for setting up vSZ-D on LINUX KVM.

LINUX CentOS 7 KVM Package is installed and working.

For this deployment two different IP address domains are considered for Data Plane interfaces. Refer to Topology on page 103.

1. Download the Data Plane package (.qcow?2 file) from Ruckus support .

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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2. From the VNC Viewer, click System Tools > Virtual Machine Manager to open the Virtual Machine Manager tool. The Data Plane status

must appear Running as shown in the following figure.

FIGURE 64 Virtual Machine Manager

Favorites
Accessories

Documentation

Sundry E Startup Applications
System Tonls D systamiog

System Monitor

Wirtial Machirg Manager

Actiatios Ovardiew
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3. Create anew VM.

108

a)

b)

Click File and select New Virtual Machine as shown in the following figure.

FIGURE 65 Creating a Virtual Machine

Virtual Machine Manager

File Edit Wiew Help

Add Conmection.,,

Close

Cluat
E="" munning

| Mew Virtual Machine

In the New VM dialog box, choose the disk format option as shown in the following figure.

FIGURE 66 Disk Format

Mew VM

m Create a new virtual machine

Connection: QEMU/KVM

Wetwark Boot (PXE)

Local install media (IS0 image or CDROM)
Metwork Install (HTTP, FTP, or MF5)

Choose how you would like to install the operating system

* Import existing disk image

Cancel

Forward
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c) Click Forward.

d) Choose destination storage path and storage volume. Click Browse Local as show in the following figure.

FIGURE 67 Storage Volume
Choose Storage Volume x
default Size: 38.50 GiB Free / 11.48 GiB In Use
Filesystem Directory Location: /var/lib/libvirtfimages
Downloads -

. Filesystem Directory Volumes + & @ I}
Volumes * Size Format Used By
ubuntul6.04.qcow?2 15.00 GiB gcow2 ubuntul6.04

4 x & Browse Local || Cancel | Choose Volume

e) Select the Data Plane file and click Open as shown in the following figure.

FIGURE 68 Data Plane File

= -
|'.‘ Applications  Places  Wirtual Machine Manager

Mon 2k A M €|

Cancel

¥ Home 4 frruckusvne | Downlosds |

O Documenis

ubmntu - 16 - che ikt opeamd Gl mo

e Dovmloads ——————————
B vdp-5.0.0.0.376 qrowd
& Music vecg-5.000.0. 376 qrow? 311GB s
[ Pictures
Hl Vidaos

+ Other Locations

f)  To select the storage path, click Browse as shown in the following figure.
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FIGURE 69 Storage Path

MNew VM »

m Create a new virtual machine

Provide the existing storage path:

fhome/ruckusvnc/Downloads/vdp-5.0.0.0.] Browse...

Choose an operating system type and version

05 type: | Generic -
Version: | Generic -
Cancel Back Forward

g) Click Forward.
h)  Enter the Memory (RAM) and CPUs setting as shown in the following figure.

NOTE
Memory (RAM) must be 6GB and CPUs must be 8 cores.

RUCKUS Virtual SmartZone Data Plane Configuration Guide
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FIGURE 70 Memory and CPU Settings

Mew Vi ®

m Create a new virtual machine

Choose Memory and TPW settings

Memory (RAM): 6l44d =+ | MIiB

Up to GBOE2 MiB available an the host

Up to 24 available

Cancel Back Farward

i)  Click Forward.

j)  To confirm the installation process, click Finish as shown in the following figure.

NOTE
The sequence for Network interfaces must first be Management and the Data.

FIGURE 71 Installation Confirmation

Mew VI X

m Create a new virtual machine

Ready to begin the installation
Mame: | 405-vDP-Example
0%: Generic
Install: Import existing 05 image
Memory: 6144 MIB
CPLUs: B

r ~ciDownloadsidp-5.0.0.0.594 geowl
torage: F q

' Customize configuration before install

F Metwaork selection

Cancel Back Finish
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4, 4. Add another NIC as Data Plane needs two interfaces; Management and Data. From the VNC Viewer and click Add Hardware > PCl Host
Device > PCI Device to add another NIC as shown in the following figure.

FIGURE 72 Adding NIC

rﬂ Applications  Places

|4

Virtuad Machine Manager

L

H Perlormance
J crus
= Memany
| &5 Boot Optiens
L5 VirthO Desk 1
B NIC :aebh2 28
"y Mouse
== Keyboard
B Dicplay Spice
BF sound ichs
Gy Serial 1
(s Channel spice
B P 0000-08:00.1
B viges oL
B controller UsE
B controlier PO
B controller VirtiO Serial
'ﬂl USE Redirector 1
| L

(R T Y o

Add Hardware

vDP-Example on QEMUMKVM
File Virtual Machine View Send Key

L

s et

MName: wDiP- Example

LD
Status B Shatolf
Tithe:

Dm,rrip‘rm:

Hypervisor Details
Hyperdsor:  KVM
Architecture:; xBE5_&4

Efrwdlator: fuirflibes e fgqimiu-kvm
Firriware:  BIOS
Chipset: HA0F X,

268calbf-2063-ATH-91T5-don b8 2000243
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5. Select PCl Host Device > PCI Device and click Finish to add another NIC as shown in the following figure.

FIGURE 73 PCl Host Device

Add Mew Virtual Hardware x
L Storage PCl Device
B Controller
& Network Hlust Device: . .
® Input srporation C610/X99 series chipset PCI Express Root Port #3
= Graphics srporation CE10/X9Y series Ehlpset PCI Express Root Port #4
B Sound arporation CE1O/X39 series chipset PCI Express Root Port #5
| Serial srporation C610/X99 ceries chipset USB Enhanced Host Controller $#1
< Parallel wporation C610/XS9 series chipset LPC Controller
= Console wporation C610/X59 series chipset 6-Port SATA Controller [AHCI mode]
4| Channel ic / Symbios Logic MegaRAID SAS-3 3008 [Fury]
& USB Host Device sm Limited NetXtreme BCM5720 Gigabit Ethemnet PCle (Interface eml)

om Limited MetXtreme BCMS720 Gigabit Ethermet PCle (Interface em2)
am Limited MNetXtreme BCMS 720 Gigabit Ethemnet PCle (Interface em3)
am Limited MetXtreme BCM5720 Gigabit Ethermet PCle (Interface emd)
wporation Ethermnet Controller XL710 for 40GbE QSFP+ (Interface p2pl)

@ Smartcard noration Ethemet Controller XL710 for 40GhE QSFP+ (Interface p2p)
@ USB Redirection s Technology Corp. SH7758 PCle Switch [PS])

&g ™M s Technology Corp. SHT758 PCle Switch [PS]

5 RNG s Technolagy Carp. SHT758 PCle-PCI Bridge [PPE)

& Panic Motifier Electronics Systems Ltd. G200eR2

Cancel Finish
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6. Select the NIC and choose the Device model to update the management interface associate as shown in the following figure.

FIGURE 74 Management Interface

40G-vDP-Example on GEMU/KVM

114

= Begin Installation

B Cverview

] crus
== Memory
Boot Options
y IDE Disk 1

MNIC :81:2d:bd

_ Mouse

.g Display Spice
Bl sound: ichs

ey Consale

Gama Chanmel spice
B rooa0

B video axL

¥ controller Use
@ use Redirector 1
@ use Redirector 2

Acld Harchware

@ Cancel Installation

Virtual Metwork Interface

Metwork source:

Device model:
MAL address:

b Wirtual port

Host device eml: macvtap

Source mode; | Bridge

In most configurations, macvtap does not work
¢ host Lo guest nebwork communication.

B 5
e 1000

52:54:00:81: 2d:bd

-

-

Hemowe
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7. From PCI, select the ROM BAR check box to define the Data IP domain as shown in the following figure.

FIGURE 75 Data IP Domain

405G -vDP-Example on GEMU/KVM

Begin Installation @ Cancel Installation

= overview Physical PCI Device

L] wus

B Memory

:jﬂi} Boot Options
(i3 IDE Disk 1
E NC :81:2d:bd
“ Mouse

B pisplay Spice
Eif sound: iche

=y Console

Device:

ROM BAR: |+

g Thannel spice
B video cow

B contolleruse
@) use redirector 1
,{a USH Redirector 2

Add Hardware

0000:04:00: 1 Intel Corporation Ethernet Controller XL710 for 40GBE QGSFP+

Remove
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8. Define the CPU Configuration. Select the Copy host CPU configuration check box as shown in the following figure.

FIGURE 76 CPU Configuration

40G-vDP-Example on GEMU/KVM

= Begin Installation ]

Cancel Installation

Mouse

g Overview CPUs

&8 Memoary Current allocation: B - +
:jﬁ Boaot Options

% IDE Disk 1 Maximum allocation: 8 +
WS NIC :R1:2d:bd Configuration

[» Copy host CPU configuration

B Cisplay Spice
” Sound: ich

famy Console

-

Gemy Channel spice

B ro o400

B yideo cixL

B controller USB

.d} USE Redirector 1
.ﬂ} U5E Redirectar 2

Add Hardware

Tepalogy
| Manually set CFU topology
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9. Define the IDE Disk Configuration. Choose the Disk bus option as shown in the following figure.

FIGURE 77 IDE Disk Configuration

40G-vDP-Example on QGEMUSKVM x

= Begin Installation @ Cancel Installation

; Overview Virtual Disk
{:} CPUs Source path: /home/ruckusvno/Downloads/wdp-5.0.000.554.gcow2
B= Memary Device type: IDE Disk 1

ﬂ Boot Options Storage size: 10,00 GIB

& |CE Disk 1 Readonly:

Shareable:
B NIC:812d:bd -

7y Mouse * Advanced options
B pisplay Spice Disk bus: | VirlO b
Bl sound: iche

Eay Console

Serial number:

2 Channel spice Storage format qraw?

B Fooa00 ¥ Performance options
B video GxL

B Contraller use

@ use Redirector 1

@ use Redirector 2

Acdd Harchware Remove Cancel Apply
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10. Select Begin Installation as shown in the following figure.

FIGURE 78 Begin Installation

ji} Boot Options
% VirtlO Disk 1
¥ NIC :ae:b2:28
B NIC 4f:1%:a2

" Mouse

! Display Spice
B sound: iche

ey Console

Gaes Channel spice
B video QXL
B Controller USB
@ usB Redirector 1
'@' USE Redirector 2

Add Hardware

vDP-Example on GEMU/KVM

|| of Begin Installation x Cancel Installation

Basic Details
MName: vDP-Example
UL 26Bcalbf-aeb3-4T784-9275-deebB2d0a243
Status: B Shutoff (Shut Down)
Title:
Description:

Hypervisor Details

Hypervisor: KVM
Architecture: x86_564

Emulator: Jusrilibexec/gemu-kvm
Firmware: BIOS - |
Chipset: (AA0FX -
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11. The Data Plane setup is complete as shown in the following image.

FIGURE 79 Installation Complete
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A0G-vDP-Example on QEMUKVM

File Virtual Machine Wiew SendKey

= Bl - =
- (e
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dJave network Figuration 1
Data Imt ternal HAT II':
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input . Control
you want to connect

;18 _1A K5 .58
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ord for i admin.
Lype new pa ored
all authentication tokens wpdated
r CLI enable p

Retyp
CLI emahle pa

- Done

Follow the below procedures for vSZ-D/SZ100-D/SZ144-D to connect to vSZ.

Open a CLI console window to run the deployed vSZ-D/SZ100-D/SZ144-D.
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FIGURE 80 Run vSZ-D/SZ100-D/SZ144-D on the console

vDP-Example on QEMU/KVM _L} o x
File Wirtual Machine View Send Key
? " - J?.i a : [

rom Hard Di
|=.|'|.J to enter

WP EC operator
the board data: not found board data

now active
noWw ac

i f . 459 bloc
no

. AHHE b
d to [ ice lo s ice o lume
Il1legal o]
Mo ||L||_|r'.1.'li|'|!|' is i H||r||i|'|!|' ’ do

1. At the login prompt, login using administrator credentials of username and password. At the > prompt, enter the enable (en) command
and the admin password to change the mode to Privileged-exec mode.
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FIGURE 81 Login and Privileged mode
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Command Line Interface

2. Run the setup command to configure the IP address for management and data interface. It is recommended to add a new host if you have
multiple hosts for various configurations

FIGURE 82 Execute the setup command
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3. Choose the IP address setup (IPv4 only or IPv4 and IPv6) for Management and Data interface by either selecting manual or DHCP. On
defining the IP setup the process of vSZ-D/SZ100-D/SZ144-D connecting to vSZ controller starts.

FIGURE 83 Management interface
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4. Enter the DNS setting and select Enter to skip the NAT IP setting.
FIGURE 85 DNS setting
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5.  Enter vSZ control interface IP address. Follow the set of sequences as seen below for the vSZ-D/SZ100-D/SZ144-D to connect to vSZ
controller. This changes the mode for vSZ-D/SZ100-D/SZ2144-D as well as for vSZ.

FIGURE 86 vSZ control IP address
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6. Exit from CLI console.
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7. To view and approve the vSZ-D/SZ100-D/SZ144-D, login to the web interface. Navigate to Clusters > Data planes. Select the vSZ-D/5Z100-
D/SZ144-D and click on Approve. On approval the status is greyed.

FIGURE 88 Approve the vSZ-D/SZ100-D/SZ144-D
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FIGURE 89 Approved status
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You have successfully added the vSZ-D/SZ100-D/SZ144-D image to the vSZ controller.

NOTE

Once the vSZ-D is registered and managed by the vSZ controller, the CLI login credentials will be the same as the vSZ
superadmin. The CLI enable password remains the admin password set during vSZ-D configuration.
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Upgrade Procedure

Procedure for upgrading to a new vSZ-D/SZ100-D/SZ144-D version.
Controller and vSZ-D/SZ100-D/SZ144-D Firmware Compatibility Matrix

The below table indicates the compatibility matrix. In general, RUCKUS supports N-2 vSZ-D/SZ100-D/SZ144-D releases with vSZ.

TABLE 11 Controller and SZ144-D Firmware Compatibility Matrix

6.1.2 Yes Yes Yes Yes Yes No
6.1.1 Yes Yes Yes Yes Yes No
6.1.0 No No Yes Yes Yes Yes
6.0.x No No No Yes Yes Yes
522 No No No No Yes Yes
521 No No No No No Yes
5.2.0 No No No No No No
5.1.x No No No No No No
5.0.x No No No No No No
3.6.2 No No No No No No

TABLE 12 Controller and SZ100-D Firmware Compatibility Matrix

6.1.2 Yes Yes Yes Yes Yes No No No
6.1.1 Yes Yes Yes Yes Yes No No No
6.1.0 No No Yes Yes Yes Yes Yes No
6.0.x No No No Yes Yes Yes Yes No
5.2.2 No No No No Yes Yes Yes Yes
521 No No No No No Yes Yes Yes
5.2.0 No No No No No No Yes Yes
5.1x No No No No No No No Yes
5.0.x No No No No No No No No
3.6.2 No No No No No No No No
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TABLE 13 Controller and vSZ-D Firmware Compatibility Matrix

6.1.2 Yes Yes Yes Yes Yes No No No No Yes (*)
6.1.1 Yes Yes Yes Yes Yes No No No No Yes (*)
6.1.0 No No Yes Yes Yes Yes Yes No No No
6.0.x No No No Yes Yes Yes Yes No No No
522 No No No No Yes Yes Yes Yes No Yes
5.2.1 No No No No No Yes Yes Yes No Yes
5.2.0 No No No No No No Yes Yes No Yes
5.1.x No No No No No No No Yes Yes Yes
5.0.x No No No No No No No No Yes Yes
3.6.2 No No No No No No No No No Yes

NOTE

Before starting this procedure, you should have already obtained a valid software upgrade file from RUCKUS Support or an authorized

reseller.

NOTE

* - Additionally 3.6.2 GD in 6.1.1 LT for special requirements is supported. (In general, N-2 GD is only supported in GD release.)

NOTE
If you are upgrading both vSZ and vSZ-D/SZ100-D/SZ144-D, RUCKUS recommends upgrading vSZ first before vSZ-D/SZ100-D/SZ144-D.

There is no order in upgrading the AP zone or vSZ-D/SZ100-D/SZ144-D. During the vSZ upgrade, all tunnels stay up except the main tunnel which
moves to the vSZ. Once the upgrade procedure is completed, allow ten minutes for the vSZ-D/5Z100-D/SZ144-D to settle.

Upgrade to R5.0 does not support data migration (statistics, events, administrator logs). Existing system and network configuration is preserved. For
further clarification, Contact RUCKUS support.

Follow these steps to upgrade the vSZ-D/SZ100-D/SZ144-D version.

1. Copy the software upgrade file that you received from RUCKUS to the computer where you are accessing the controller web interface or
to any location on the network that is accessible from the web interface.

2. Go to Controller web interface > Administration > Upgrade.
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FIGURE 90 Upgrade Section
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3. Select the DP Patch tab. The DP Patch page appears.
4. In the Patch File Upload section, click the Browse button, and then browse to the location of the software upgrade file.
The file name of the software upgrade file for:
e VSZ-Disvdp-{version}.ximg
e S7100-Dis sz100d-installer {version}.ximg
. SZ144-Dis sz144d-installer {version}.ximg
5. Click Upload to upload the software upgrade file.

The controller automatically identifies the Type of DP (vSZ-D or SZ100-D or SZ144-D) and switches to the specific Tab page. Uploads the
file to its database, and then performs file verification. After the file is verified, the Patch Available for Upgrade section is populated with
information about the upgrade file.

The following details are displayed:
e  Patch File Name: Displays the name of the patch file.
e  Patch File Size: Displays the size of the patch file.

e  Patch Version: Displays the version of the patch file.
6. In Data Planes, identify the data plane you want to upgrade, and then choose the patch file version from the Select upgrade version.
7. Click Apply to apply the patch file version to the virtual data plane.

A notification prompting data plane backup is displayed.
8. Click Upgrade Anyway to proceed without a data plane backup or click Backup to create a backup.

The following information about the virtual data plane is displayed after the patch file upgrade is completed.
o Name: Displays the name of the virtual data plane.

e DP MAC Address: Displays the MAC IP address of the data plane.
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e  Current Firmware: Displays the current version of the data plane that has been upgraded.

e  Backup Firmware: Displays the backup version of the data plane.

e  Last Backup Time: Displays the date and time of last backup.

o  Process State: Displays the completion state of the patch file upgrade for the virtual data plane.

e  DP Status: Displays the DP status.

9. To verify if the upgrade is successful after a reboot:
e  Go to Controller web interface > Administration > Upgrade > DP Patch to view a confirmation message that the data plane firmware

upgrade is complete.

e  Go to Controller web interface > Network > Cluster to view a confirmation message that the data plane is managed with an upgrade
firmware version.

NOTE
To have a copy of the data plane firmware or move back to the older version, you can select the data plane from the list and click Backup
or Restore respectively.
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Data Plane Performance Recommendations

vSZ-D/SZ100-D/SZ144-D has been designed to induce minimal latency in user data aggregation and forwarding. The unique design of the vSZ-D/
SZ100-D/SZ144-D software enables consistent packet performance with minimal throughput degradation as the number of tunnels or the number

of clients’ increase.

The fast path processing of the vSZ-D/SZ100-D/SZ144-D is engineered to scale to the underlying NIC capacity profiles whether be it 1G or 10G
speeds. vSZ-D/SZ100-D/SZ144-D is designed to scale and handle data tunnels and data forwarding capabilities at high scale.

The following are some important observations and recommendations related to the vSZ-D/SZ100-D/SZ144-D performance:

To obtain the best throughput, Ruckus recommends operating vSZ-D in directlO mode. This recommended mode of operation applies
whether the hypervisor used is VMware or KVM.

vSZ-D supports vSwitch mode of operation for added flexibility in deployments where vSZ-D may be co-located with other VMs for service
chaining on the same underlying hardware. Note that the current observations are that in the vSwitch mode of operation, there is an
induced performance impact in comparison with the directlO mode of operation. This may be due to the latency or performance
bottleneck in virtlO and vSwitch sharing. This is still being researched at the Ruckus R&D Labs.

There is an expected performance impact when enabling encryption (AES 128 bit and AES 256 bit) on the Ruckus GRE Tunnels. This is due
to the overhead induced by the crypto processing on Ruckus AP and vSZ-D/SZ100-D/SZ144-D due to the associated overheads of
encryption and decryption on a per packet basis. The vSZ-D/SZ100-D/SZ144-D software is designed to introduce minimal latency and
overheads associated in packet processing. vSZ-D/SZ100-D/SZ144-D takes advantage of the underlying Intel chip’s crypto module for
packet encryption and decryption and the associated impact is primarily bounded at the hardware level.

For specific recommendations and calibrations that may be needed for your deployment, contact Ruckus.
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